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Preface

This IBM® Redbook focuses on the planning and deployment of IBM Tivoli®
Monitoring Version 6.1 in small to medium and large environments.

The IBM Tivoli Monitoring 6.1 solution is the next generation of the IBM Tivoli
family of products that help monitor and manage critical hardware and software
in distributed environments. IBM Tivoli Monitoring 6.1 has emerged from the best
of the IBM Tivoli Monitoring V5 and OMEGAMON® technologies. Integration of
these products makes a unique and comprehensive solution to monitor and
manage both z/OS® and distributed environments.

IBM Tivoli Monitoring 6.1 is easily customizable and provides real-time and
historical data that enables you to quickly diagnose and solve issues with the
new GUI via the IBM Tivoli Enterprise™ Portal component. This common,
flexible, and easy-to-use browser interface helps users to quickly isolate and
resolve potential performance problems.

The target audience for this book is IT Specialists who will be working on new
IBM Tivoli Monitoring 6.1 installations.

The team that wrote this redbook

This redbook was produced by a team of specialists from around the world
working at the International Technical Support Organization, Austin Center.

Vasfi Gucer is an IBM Certified Consultant IT Specialist at the ITSO Austin
Center. He has been with IBM Turkey for 10 years, and has worked at the ITSO
since January 1999. He has more than 13 years of experience in teaching and
implementing systems management, networking hardware, and distributed
platform software. He has worked on various Tivoli customer projects as a
Systems Architect and Consultant. Vasfi is also a Certified Tivoli Consultant.

Ana Godoy has worked for IBM Brasil since 1996. She started working with
hardware support for PC Company, worked two years as technical support, then
become Leader of Product Support for products such as Aptiva, Desktos,
ThinkPad, and ViaVoice. In January 2002, she joined the Tivoli Support group in
Brazil, specializing in Tivoli Management Framework, Remote Control, and Tivoli
Workload Scheduler. Currently, she works as a Tivoli Support Specialist for
Distributing Monitoring, IBM Tivoli Monitoring, Tivoli Data Warehouse, and the
new IBM Tivoli Monitoring 6.1 products.
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Architecture and planning

This chapter explains the IBM Tivoli Monitoring 6.1 architecture and how each
component operates within an IBM Tivoli Monitoring installation. We explore four
architectural designs for IBM Tivoli Monitoring 6.1 using scenarios based on
several factors: number of agents, hardware availability, and network restrictions.
In addition, an overview section covers IBM Tivoli Monitoring 6.1 agent
deployment using several unique strategies.

This chapter discusses the following:

» IBM Tivoli Monitoring 6.1 components

» IBM Tivoli Monitoring 6.1 deployment scenarios

» Scalability

» Agent deployment architecture

© Copyright IBM Corp. 2005. All rights reserved. 1



1.1 IBM Tivoli Monitoring 6.1 components

2

An IBM Tivoli Monitoring 6.1 installation consists of various components
collectively labeled the Tivoli Monitoring Services framework. This framework is a
combination of several vital components. Additionally, optional components can
be installed which extend the monitoring functionality of this framework. For
platform support details for all the major IBM Tivoli Monitoring 6.1 components,
refer to “Platform support matrix for IBM Tivoli Monitoring 6.1” on page 7.

Every IBM Tivoli Monitoring 6.1 installation requires the following components:
» Tivoli Enterprise Monitoring Server (TEMS)

The Tivoli Enterprise Monitoring Server (referred to as the monitoring server)
is the initial component to install to begin building the IBM Tivoli Monitoring
Services foundation. It is the key component on which all other architectural
components depend directly. The TEMS acts as a collection and control point
for alerts received from agents, and collects their performance and availability
data.

The TEMS is responsible for tracking the heartbeat request interval for all
Tivoli Enterprise Management Agents connected to it.

The TEMS stores, initiates, and tracks all situations and policies, and is the
central repository for storing all active conditions and short-term data on
every Tivoli Enterprise Management Agent. Additionally, it is responsible for
initiating and tracking all generated actions that invoke a script or program on
the Tivoli Enterprise Management Agent.

The TEMS storage repository is a proprietary database format (referred to as
the Enterprise Information Base - EIB) grouped as a collection of files located
on the Tivoli Enterprise Monitoring Server.

These files start with a filename prefix gal and are located in:

— <installation_dir/tables>/<tems_name>
— <installation_dir>: IBM Tivoli Monitoring 6.1 home directory
— <tems_name>: Tivoli Enterprise Monitoring Server name

Note: <tems_name> is the monitoring server name, not necessarily the
Tivoli Enterprise Monitoring Server host name.

The primary TEMS is configured as a Hub(*LOCAL). All IBM Tivoli
Monitoring 6.1 installations require at least one TEMS configured as a Hub.
Additional Remote(*REMOTE) TEMS can be installed later to introduce a
scalable hierarchy into the architecture.

This Hub/Remote interconnection provides a hierarchical design that enables
the Remote TEMS to control and collect its individual agent status and
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propagate the agent status up to the Hub TEMS. This mechanism enables the
Hub TEMS to maintain infrastructure-wide visibility of the entire environment.
This visibility is passed to the Tivoli Enterprise Portal Server for preformatting,
ultimately displaying in the Tivoli Enterprise Portal client.

When security validation is configured, the Hub TEMS is the monitoring
server to manage operating system level user IDs.

Tivoli Enterprise Portal Server (TEPS)

The Tivoli Enterprise Portal Server (referred to as the portal server) is a
repository for all graphical presentation of monitoring data. The portal server
database also consists of all user IDs and user access controls for the
monitoring workspaces. The TEPS provides the core presentation layer,
which allows for retrieval, manipulation, analysis, and preformatting of data. It
manages this access through user workspace consoles. The TEPS keeps a
persistent connection to the Hub TEMS, and can be considered a logical
gateway between the Hub TEMS and the Tivoli Enterprise Portal client. Any
disconnection between the two components immediately disables access to
the monitoring data used by the Tivoli Enterprise Portal client.

An RDBMS must be installed on the same physical system prior to the TEPS
installation. This prerequisite is necessary because the TEPS installation will
create the mandatory TEPS database, along with the supporting tables.
Additionally, an ODBC (Open Database Connectivity) Data Source Name is
configured to connect directly to the Tivoli Data Warehouse RDBMS. This
OBDC connection is used whenever a pull of historical data from the Tivoli
Data Warehouse is requested.

Note: Even though technically valid, implementing a remote RDBMS for
the TEPS is not recommended. The TEPS is closely coupled to the
RDBMS and the complexity of a remote RDBMS is difficult to maintain.

When installing the TEPS, a proprietary integrated Web server is installed for
use with the Tivoli Enterprise Portal client in browser mode. Depending on the
network topology and possible security implications, this may play a role in
constructing the solution. Instead, an external Web server installed on the
same system as the TEPS can be used. For additional details, refer to IBM
Tivoli Monitoring Installation and Setup Guide, GC32-9407.

In large installations, installing multiple TEPS that connect to one single Hub
TEMS is recommended. See “Large installation (4000 agents maximum)” on
page 13 for further details.

Tivoli Enterprise Portal (TEP)

The TEP client (referred to as the portal client) is a Java™-based user
interface that connects to the Tivoli Enterprise Portal Server to view all
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monitoring data collections. It is the user interaction component of the
presentation layer. The TEP brings all of these views together in a single
window so you can see when any component is not working as expected. The
client offers two modes of operation: a Java desktop client and an HTTP
browser.

Assuming a default installation, the browser-mode TEP client can be found
using this URL:

http://<hostname>:1920///cnp/kdh/1ib/cnp.html
Here, <hostnames> is the host name of the Tivoli Enterprise Portal Server.

Important: IBM Tivoli Monitoring 6.1 supports only Internet Explorer on
the Windows platform in browser mode.

The following products will have integrated interfaces into TEP:

- OMEGAMON Z

— OMEGAMON Distributed

— IBM Tivoli Monitoring 5.1.2

— IBM Tivoli Monitoring 6.1

— NetView® for z/OS (release 5.2)

— IBM Tivoli Enterprise Console

— IBM Tivoli Composite Application Manager for Response Time Tracking
— IBM Tivoli Composite Application Manager for WebSphere

— IBM Tivoli Composite Application Manager for SOA

Note: In 2006, additional products such as IBM Tivoli Service Level
Advisor, System Automation, and Tivoli Business System Manager will
also be integrated into the Tivoli Enterprise Portal. IBM Tivoli Service Level
Advisor integrations will be available with Tivoli Data Warehouse V2.1.1.

Tivoli Enterprise Management Agent (TEMA)

The agents (referred to as managed systems) are installed on the system or
subsystem requiring data collection and monitoring. The agents are
responsible for data gathering and distribution of attributes to the monitoring
servers, including initiating the heartbeat status.

These agents test attribute values against a threshold and report these
results to the monitoring servers. The TEP displays an alert icon when a
threshold is exceeded or a value is matched. The tests are called situations.
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What prompts the monitoring server to gather data samples from the agents?

— Opening or refreshing a workspace that has data views (table or chart
views)

When this happens, the TEPS sends a sampling request to the Hub
TEMS. The request is passed to the monitoring agent (if there is a direct
connection) or through the Remote TEMS to which the monitoring agent
connects. The monitoring agent takes a data sampling and returns the
results through the monitoring server and portal server to the portal
workspace.

— The sampling interval for a situation (a test taken at your monitored
systems)

The situation can have an interval as often as once per second or as
seldom as once every three months. When the interval expires, the
monitoring server requests data samples from the agent and compares
the returned values with the condition described in the situation. If the
values meet the condition, the icons change on the navigation tree.

Optionally, the agents can be configured to transfer data collections directly to
the Warehouse Proxy agent instead of using the Remote TEMS. If firewall
restrictions are disabled or minimum, you should configure all the agents to
transfer directly to Warehouse Proxy agent. Otherwise, firewall security is a
key factor in the location of the Warehouse Proxy agent respective to the
firewall zone and agents. Warehousing data through the Remote TEMS is
limited and should be used only as a last resort.

Tivoli Enterprise Management Agents are grouped into two categories:
— Operating System (OS) Agents

Operating System Agents retrieve and collect all monitoring attribute
groups related to specific operating system management conditions and
associated data.

— Application Agents

Application Agents are specialized agents coded to retrieve and collect
unique monitoring attribute groups related to one specific application. The
monitoring groups are designed around an individual software application,
and they provide in-depth visibility into the status and conditions of that
particular application.

Common management agents packaged with IBM Tivoli Monitoring 6.1
include:

— Window OS Agent
— Linux® OS Agent
— UNIX® OS Agent
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— UNIX Log Agent
— 508 Agent
— Universal Agent

The Universal Agent is a special agent that leverages a full Application
Programming Interface (API) to monitor and collect data for any type of
software. Any application that produces data values, the Universal Agent
can monitor and retrieve data from it. Essentially, IBM Tivoli Monitoring 6.1
can now monitor any unique application regardless of whether the base
product supports it.

Common optional management agents that are packaged separately include:
— Monitoring Agent for IBM Tivoli Monitoring 5.x Endpoint

— DB2® Agent

— Oracle Agent

— MS SQL Agent

— MS Exchange Agent

— Active Directory Agent

Warehouse Proxy agent

The Warehouse Proxy agent is a unique agent that performs only one task:
collecting and consolidating all historical data collections from the individual
agents to store in the Tivoli Data Warehouse. If using the Tivoli Data
Warehouse, one Warehouse Proxy agent is required for each IBM Tivoli
Monitoring 6.1 installation. It uses ODBC (Open Database Connectivity) to
write the historical data to a supported relational database.

Restriction: IBM Tivoli Monitoring 6.1 currently supports only the
Warehouse Proxy agent under the Windows platform. A post-GA release of
IBM Tivoli Monitoring 6.1 will include UNIX operating support.

Warehouse Summarization and Pruning agent (S&P)

The Summarization and Pruning agent is a unique agent that performs the
aggregation and pruning functions for the historical raw data on the Tivoli
Data Warehouse. It has advanced configuration options that enable
exceptional customization of the historical data storage.

One S&P is recommended to manage the historical data in the Tivoli Data
Warehouse. Due to the tremendous amounts of data processing necessary, it
is recommended the S&P be always installed on the same physical system as
the Tivoli Data Warehouse repository.
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» Tivoli Data Warehouse (TDW)

The Tivoli Data Warehouse is the database storage that contains all of the
historical data collection. A Warehouse Proxy must be installed, to leverage
the TDW function within the environment. In large-scale deployments, a Tivoli
Data Warehouse can be shared among monitoring installations.

An IBM Tivoli Monitoring 6.1 installation can contain these optional components:
» Monitoring Agent for IBM Tivoli Monitoring 5.x Endpoint

Also called IBM Tivoli Monitoring 5.x Endpoint Agent, this integration agent
enables the collection and visualization of IBM Tivoli Monitoring 5.x resource
models in the Tivoli Enterprise Portal. The visualization is the direct
replacement for the Web Health Console. Additionally, the Agent provides
roll-up function into the Tivoli Data Warehouse.

» Tivoli Enterprise Console event synchronization

The TEC event synchronization component sends updates to situation events
back to the monitoring server that are forwarded to the event server. Actions
performed at the Tivoli Enterprise Console for IBM Tivoli Monitoring 6.1
situations are reflected in the Tivoli Enterprise Portal Server.

» IBM Tivoli Business Systems Manager (TBSM)

IBM Tivoli Business Systems Manager provides intelligent management
software to help businesses increase operational agility by aligning IT
operations to business priorities. Intelligent management software helps
optimize IT operations according to the business goals of the organization,
rather than focusing on the technology itself.

Note: IBM will provide a special program called TBSM feed from
OMEGAMON (or XE Feed) for IBM Tivoli Monitoring 6.1 and IBM Tivoli
Business Systems Manager integration. The XE Feed is planned to be made
available as an LA fix to IBM Tivoli Business Systems Manager V3.1 in the first
quarter of 2006, then rolled into the IBM Tivoli Business Systems Manager
V3.2 release, which is scheduled for September 2006.

1.1.1 Platform support matrix for IBM Tivoli Monitoring 6.1

To get most up-to-date information about the platform support matrix for IBM
Tivoli Monitoring 6.1, please refer to the following link:

http://www-306.1ibm.com/software/sysmgmt/products/support/Tivoli Support
ed Platforms.html
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1.1.2 Database support matrix

Table 1-1 shows the database support matrix for IBM Tivoli Monitoring 6.1.

Note: Database names and versions not listed in this table are not supported,
including DB2 on mainframes (zLinux, OS/390®, z/OS, and so forth).

Table 1-1 Database support matrix

Database name TEPS' Data Warehouse
DB2 8.1 A A
DB2 8.2 A A
MS SQL 2000 A A
Oracle 9.2 D A
Oracle 10.1 D A

1. Key: A — Indicates that the platform will be supported.
D - Indicates that the platform will not be supported in this release, but
may be supported in a later release.

1.2 IBM Tivoli Monitoring 6.1 deployment scenarios

8

Deployment scenarios attempt to provide realistic understanding of architecture
design. These scenarios should be used mainly for guidance to assist in the
planning and deployment strategy used for a production installation, as every
deployment strategy is unique and only proper planning can guarantee a
successful implementation.

We cover four types of environments:

» “Demo installation (single machine)” on page 10

» “Small/medium installation (400 agents maximum)” on page 11
» “Large installation (4000 agents maximum)” on page 13

» “Huge installation (greater than 4000 agents)” on page 16

Note: Our classification here is based on the number of IBM Tivoli Monitoring
6.1 agents. In practice, sometimes the number of employees is used to define
the size of a business; for example, companies with up to 1000 employees are
considered as small-to-medium businesses.
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Figure 1-1 on page 9 depicts the interconnections of the various components at
their simplest. Other chapters in this book explain the interconnections in further
detail. Any limitation with hardware or software is noted in the later chapters.

Beriin Istanbul
v\"msm W2KISP4 AX530
(TEPS) TVF 4.11/TM5.1.2FP6/
Deskiop Client (TEP) % TEC 3.9TCMA.2.3DMVB.7

Figure 1-1 IBM Tivoli Monitoring 6.1 lab topology

Notes:

» The Hot Standby system is Milan (AIX 5.3.0), which is not depicted in the
diagram.

» All of the TEMAs contain at least the OS Agent, and several have
additional agents.

To cover various topics throughout this book’s development, we implemented an
IBM Tivoli Monitoring 6.1 installation that incorporates all related content. This
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architecture covers all components that make up an IBM Tivoli Monitoring
installation, including the built-in Hot Standby Hub Tivoli Enterprise Manager
Server. Also, a legacy Tivoli Management Framework V4.1.1 connects to the
infrastructure to demonstrate interoperability among IBM Tivoli Monitoring 6.1,
IBM Tivoli Monitoring V5.1.2 Fix Pack 6, IBM Distributed Monitoring V3.7, and
IBM Tivoli Enterprise Console V3.9. To ensure the accuracy of the
implementation and best practices, the environment contains a proportionate
selection of heterogeneous hardware configurations with varying degrees of
operating system platforms and levels.

Attention: All capacity values, especially for the Tivoli Enterprise
Management Agents, are based on approximation. The section headers below
provide a recommended maximum number of agents. Also, we include an
estimate of the maximum amount of physical systems within the paragraphs
that do not calculate out evenly. All these numbers are based on proportionate
amounts of agents deployed to every system. Actual production installations
may vary greatly in agent disbursement.

1.2.1 Demo installation (single machine)

10

For demonstration purposes, IBM Tivoli Monitoring 6.1 can be installed onto a
single machine running Windows XP. This IBM Tivoli Monitoring 6.1 installation
should be used only for demonstration, and is not a supported implementation.
Using the Windows install shield, IBM Tivoli Monitoring 6.1 can be installed using
the single CD. The minimum required software is:

v

Tivoli Enterprise Monitoring Server (TEMS)
Tivoli Enterprise Portal Server (TEPS)
Tivoli Enterprise Portal Client (TEP)
Windows OS Agent

vYyy

Optionally, the Tivoli Warehouse Proxy, Tivoli Data Warehouse, Summarization
and Pruning agent, and a DB2 installation can be installed on the same system
to illustrate the historical data collection features of IBM Tivoli Monitoring 6.1.
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1.2.2 Small/medium installation (400 agents maximum)

The small/medium installation is the fundamental design utilizing only the
minimum required components. This scenario is perfect for prototyping IBM Tivoli
Monitoring 6.1 or using it within a production installation consisting of 400 agents.
In fact, IBM Tivoli Monitoring 6.1 by design excels in superiority for the
small/medium installation. The out-of-box monitoring collections, GUI
presentation layer, historical data collection, and robustness provide a full
monitoring solution with a modest total cost of ownership (TCO).

It is implemented with the minimum hardware requirements necessary for a
production IBM Tivoli Monitoring 6.1 installation.

The installation consists of the following components:

Tivoli Enterprise Monitoring Server
Tivoli Enterprise Portal Server
Tivoli Enterprise Portal

Tivoli Warehouse Proxy agent
Tivoli Data Warehouse
Summarization and Pruning agent

vVvyyvyvyYyvyypy

Figure 1-2 depicts the small/medium topology. The diagram provides an overview
of each IBM Tivoli Monitoring 6.1 connected component. For a comprehensive
architecture, the optional Hot Standby node is depicted in this diagram.
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Figure 1-2 IBM Tivoli Monitoring 6.1, small/medium topology design

We recommend installing at least three TEMS (including the Hot Standby node)
in this scenario, even though the small/medium installation allows the use of only
one TEMS. Implementing a Hub/Remote architecture in the early stages allows
for growth and scalability. Furthermore, this design builds around IBM Tivoli
Monitoring 6.1 built-in failover capabilities. The small/medium installation
supports approximately 250 managed systems. This estimate assumes that the
managed systems will have two agents each. The actual distribution of agents
will not necessarily be proportionate in a real installation, but this calculation
provides the recommended total amount for one IBM Tivoli Monitoring 6.1
installation. All of the agents will connect to the Remote TEMS using the Hub
TEMS as a failover monitoring server.

Optionally, you can install the Hot Standby node, This is recommended but not
required for the small/medium installation, especially if cost restrictions exist for
hardware deployment. The Hot Standby should always be considered because it
offers failure protection with minimum increase in total cost of ownership.
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Attention: A small/medium installation cannot use a Remote TEMS as a Hot
Standby node. Hot Standby nodes always must be configured as *LOCAL.

Although it can handle agent tasks directly, we do not recommend using the Hub
TEMS for this purpose. Rather, it should focus on data collecting and processing
tasks between the TEPS and itself. If the environment expands, additional
Remote TEMS should be installed to process the additional agent requirement.
Additional agent deployments increase processing requirements for the Hub
TEMS, which can degrade if the Hub is allowed to handle agent tasks directly.

For an average Tivoli Data Warehouse installation in a small/medium installation,
having the Warehouse Proxy agent and the Tivoli Data Warehouse repository on
the same system should be sufficient. This installation provides historical data
collection without the additional hardware. It is still a wise decision to monitor the
Tivoli Data Warehouse after installation to ensure processing rate is on target.

1.2.3 Large installation (4000 agents maximum)

Building on the fundamentals of the small/medium installation, the large installation
focuses on scalability. This Tivoli Monitoring environment consists of 4000 agents
within a single Tivoli Monitoring installation. It requires the recommended hardware
specification or higher to properly scale the infrastructure.

The installation consists of the following components:

Tivoli Enterprise Monitoring Server
Tivoli Enterprise Portal Server
Tivoli Enterprise Portal

Tivoli Warehouse Proxy agent
Tivoli Data Warehouse
Summarization and Pruning agent
Tivoli Enterprise Console

vVVvyYvyvVvYyYvYyYYyvYyy

Figure 1-3 depicts the comprehensive architecture for all interconnected
components. It points out the recommended strategy for the Tivoli historical date
collection. We highly advise structuring the historical collection flow as outlined in
the diagram.

Chapter 1. Architecture and planning 13



Tivoli Enterprise

Historical Data Monitoring Monitoring Monitoring Monitoring
Proxy Flow Agents (TEMA) Agents (TEMA) Agents (TEMA) Agents (TEMA)
| Q Q AN Q
- - 2+ _ _ _]

Pruning Agent

Summarization & 0"”9 Server
TOWDB
S—
—_—
A

/ cYOTE
Warehouse Proxy Tivoli Enterprise
(WPA) Monitoring Server
TENB m
——
A ]

Tivoli Enterprise Portal Server
Portal (TEPS
Deskiop Cert | LE-)
HTTP Browser %
oDBG- -~
TwiDeta -~
Warehouse DB- — HUB
(TOw) Tivoli Enterprise

\
Tivoli Enterprise

\ N
Tivoli Enterprise Tivoli Enterprise

I\
Tivoli Enterprise

Figure 1-3 IBM Tivoli Monitoring 6.1 large topology design

14

Important: For simplicity, the Hot Standby node is not shown in the topology
diagram. In a large installation, implementing the Hot Standby node is strongly
recommended.

Performing an accurate plan and assessment stage is imperative for the large
installation. Mapping all component topology with the recommended hardware
specifications is critical in order to achieve a highly distributed environment with
realistic goals. We recommend having a thorough understanding of the
monitoring environment before preceding to implement any architectural design.
It is important to account for all variables within the topology. Substantial
consideration should be given to the infrastructure hardware requirements and
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the underlying network topology. Network bandwidth, latency, and firewall
restriction all require assessment.

IBM Tivoli Monitoring 6.1 is ideal for small/medium installations. After installation,
it begins leveraging the best practice functionality immediately. Default situations
start running, and if historical data collection is turned on, the default attribute
groups begin analysis and warehousing. These default services can impede the
large installation performance throughput, especially if unnecessary attributed
group collections are enabled. We highly suggest changing the Run at Startup
property on all situations to NO immediately after the TEMS, TEPS, and TEP are
deployed. This practice ensures the freedom to execute the business plan
strategy (defining managed system list, customized situation, event mapping,
date warehousing intervals, and so forth) that are generated from the
assessment and planning phrase. It is vital to the health of the large installation
that only the desired situations and attribute groups are enabled.

A large monitoring installation supports approximately 1,500 managed systems
in an environment. For the large installation, the estimate is three agents per
managed system. In this installation, a disproportionate distribution of agents is
highly anticipated, and this scenario should complement your own environment
analysis phrase. The recommended distribution is 400 agents across 10 Remote
TEMSs. Keeping 400 agents as the high point per monitoring server allows for
capacity expansion without exhausting the resources of the infrastructure. For
further details about scaling a large installation, refer to “Scalability” on page 33.

Tip: Because IBM Tivoli Monitoring 6.1 supports primary and secondary
communication paths, we suggest installing several backup Remote TEMSs
that exist solely for TEMA failover capabilities. If a Remote TEMS fails, we do
not advise doubling the maximum load of production Remote TEMSs. Best
practices should direct these orphan Tivoli Enterprise Management Agents to
idle Remote TEMS.

The Tivoli Data Warehouse data requirement will be substantial. We advise
separating the Tivoli Warehouse Proxy agent and the Tivoli Data Warehouse
repository between two systems. The Summarization and Pruning agent should
be installed on the Tivoli Data Warehouse system. We always recommend
keeping these two components together.

The large installation introduces the IBM Tivoli Enterprise Console as part of the
topology. IBM Tivoli Monitoring 6.1 has built-in capabilities for event processing
that work extremely well in the small/medium installation. However, the large
installation can contain a reasonable increase in volume of event flow, and the
Tivoli Enterprise Console is better adapted for large event flow management and
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correlation. The Tivoli Enterprise Console can be considered an event
consolidation Manager of Managers.

The TCO is still nominal compared to IBM Tivoli Monitoring 6.1 functionality,
despite the large hardware requirements needed to scale this installation
properly. The entire large installation can be managed from a single GUI
presentation layer down to installing and upgrading agents.

1.2.4 Huge installation (greater than 4000 agents)

16

The huge installation scenario provides a guideline for any IBM Tivoli Monitoring
installation that exceeds 4000 agents, or approximately 1,500 managed systems.
The scope of the huge installation is similar to the large installation, except for
additional configuration guidance.

The installation consists of the following components:

Tivoli Enterprise Monitoring Server
Tivoli Enterprise Portal Server
Tivoli Enterprise Portal

Tivoli Warehouse Proxy agent
Tivoli Data Warehouse
Summarization and Pruning agent
Tivoli Enterprise Console

vVVvyVvYyVvYyYvVvYYyvyyYy

Figure 1-4 on page 17 depicts the interconnections between two autonomous
IBM Tivoli Monitoring 6.1 installations. It demonstrates the high-level component
interaction between two installations that handle 4,000 agents each, totaling
8,000 agents entirely.
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Figure 1-4 IBM Tivoli Monitoring 6.1 huge installation topology

The recommended deployment strategy is the same as for the large installation,
except for the Tivoli Data Warehouse, and Summarization and Pruning agent. A
huge installation can warehouse historical data collections to one single
database server repository from two distinct IBM Tivoli Monitoring 6.1

installations.

Important: As noted in “Large installation (4000 agents maximum)” on

page 13, make sure that only the required attributed groups are enabled for

Tivoli Data Warehousing. Enormous amounts of data can be collected
between two large IBM Tivoli Monitoring 6.1 installations. Best practice design
is critical to ensure a stable, scalable environment.

Chapter 1. Architecture and planning

17




18

The two installations are still built separately from each other. The only deviation
is that one IBM Tivoli Monitoring 6.1 installation requires a logical association as
the master control for the Summarization and Pruning agent.

Note: There can be only one Summarization and Pruning agent for a single
Tivoli Data Warehouse. Because the Summarization and Pruning agent
requires connections to a TEMS, one of the monitoring installations must be
logically designated as the master. This is not a programmatic assignment, but
a logical identification for configuration and management of the S&P.

A flexible feature that is needed in the huge installation is the ability to configure
multiple TEP instances in a single TEP desktop client. If a single TEP desktop
client has to connect to a separate autonomous IBM Tivoli Monitoring 6.1
installation, instances are created to associate the unique TEPS connection
information.

Defining TEP instances via Tivoli Manage Service GUI

Use the following steps in the Manage Tivoli Enterprise Monitoring Services GUI
to define TEP instances for additional Hub TEMS.

1. Start the Manage Tivoli Enterprise Monitoring Services GUI.

Windows Click Start —» Programs — IBM Tivoli Monitoring —
Manage Tivoli Enterprise Monitoring Services.

UNIX/Linux Type itmcmd manage

2. Right-click the Tivoli Enterprise Portal and click Create Instance as shown in
Figure 1-5 on page 19.
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k: Manage Tivoli Enterprise Monitoring Services - [Local Computer]
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Figure 1-5 Right-click Tivoli Enterprise Portal for Create Instance option
3. Type the instance name and click OK (Figure 1-6).
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Figure 1-6 Entering the Instance Name into the dialog box
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4. Type the Tivoli Enterprise Portal host name and click OK (Figure 1-7).
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Figure 1-7 Entering Tivoli Enterprise Portal host name into TEP Server field
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5. The new Tivoli Enterprise Portal is now displayed in the Manage Tivoli
Enterprise Monitoring GUI (Figure 1-8).

k: Manage Tivoli Enterprise Monitoring Services - [Local Computer]
Actions

Options  Wiew  Windows  Help

=0l ]

Bslo| 5| A 2

Service/Application | TaskiSubSystem
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(% Tivali Enterprise Partal
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Deskkop % es

I I Mg M. berlin
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i
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Figure 1-8 The newly defined Tivoli Enterprise Portal instance

Subsequent Tivoli Enterprise Portal instances are defined repeating steps 1 - 4

(Figure 1-9).

k: Manage Tivoli Enterprise Monitoring Services - [Local Computer]
Actions

Options  Wiew  Windows  Help

=0l ]
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Figure 1-9 Example of additional Tivoli Enterprise Portal instances
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1.2.5 Advanced large installation with firewall scenarios
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In most IBM Tivoli Monitoring 6.1 implementations, firewalls play an important
role throughout the architecture. For a successful implementation, it is important
to understand the component communication flow. The configuration to support
IBM Tivoli Monitoring 6.1 within firewalls has two major parts:

» The TEMS, TEPS, and TEMA protocol communication
» The TEP and TEPS protocol communication

Tip: Refer to the IBM Tivoli Monitoring Installation and Setup Guide,
GC32-9407, for expert advice about firewall scenarios. This book has several
excellent examples using firewalls involving the TEP and TEPS.

Communications protocol selection

If installing IBM Tivoli Monitoring 6.1 components across firewalls, the
recommendation is to configure the /P.PIPE (TCP communication) protocol. The
IP (UDP communication) protocol is insufficient for firewall configurations. The
connectionless UDP protocol requires opening up multiple ports across firewalls
to allow multiple connections from each individual IBM Tivoli Monitoring 6.1
component. For example, a TEMA communicating to the TEMS using IP (UDP
communication) protocol requires multiple ports to operate properly. Also, using
the IP.PIPE (TCP communication) enables the Ephemeral pipe operation
automatically if certain conditions match.

Note: When IP.PIPE is specified as your communications protocol, you may
still see other ports being used in communication traces and logs, but these
ports are virtual and multiplexed over the default IP.PIPE port.

The IP.PIPE protocol has some notable limitations:

» Only 16 IBM Tivoli Monitoring 6.1 processes on a single system can share the
base listening port (default port 1918) on a single network interface card
when using the protocol. Any processes above 16 will fall back to using the IP
protocol (only if configured). This mainly is a restriction when running large
numbers of Tivoli Enterprise Management Agents on one physical system. It
is not a limitation for the total amount of TEMA connecting to one TEMS. This
may occur only when a system is required to run more than 16 Universal
Agents or has more than 16 Database Agent instances. If firewall restrictions
force the use of the IP.PIPE protocol, the only workaround is to move excess
Tivoli Enterprise Management Agents above 16 to another system.
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» The TEMS may run out of sockets (listen threads). The TEMS log shows
evidence of this:

message KDSMA0O10 — Communication did not succeed.

If this occurs, you should increase the number of sockets by changing the
setting of KDS_NCSLISTEN. The maximum value that can be set is 256.

Table 1-2 depicts the default listening ports for the IBM Tivoli Monitoring 6.1
components. Use this table as a quick reference to understand the standard
ports for an installation. Although modifying these default values is supported, it
is not recommended.

Table 1-2 Default port usage for IBM Tivoli Monitoring 6.1

IBM Tivoli Monitoring 6.1 Component Listening Port

Tivoli Enterprise Monitoring Server (IP.PIPE) 1918/tcp

Tivoli Enterprise Monitoring Server (IP.SPIPE) 3660/tcp

Tivoli Enterprise Monitoring Server (IP) 1918/udp

Tivoli Enterprise Portal Server 1920/tcp
15001/tcp

Tivoli Enterprise Console 5529/tcp

Tivoli Warehouse Proxy agent 6014/tcp1

1. Refer to Example 1-1 on page 24.

Tip: Do not deviate from the default listening ports without a valid reason,
even though this is supported. Listening port modification was not tested by
IBM Tivoli Software Group.

Using IP.PIPE enables a few well-known ports to be open through the firewall.
You can use Example 1-1 on page 24 to calculate which port to open. If the
firewall is not using NAT (Network Address Translation), the computation should
be sufficient to have the components connect through the firewall.

Every system that has IBM Tivoli Monitoring 6.1 installed will automatically
reserve the well-known port (default 1918) for the Tivoli Enterprise Monitoring
Server communication. No matter what order components start up on a system
that has several IBM Tivoli Monitoring 6.1 components installed, the default
well-known port is only used by the TEMS.
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Note: 1918 is the default well-known port. Any well-known port can be
configured, as long as the entire environment matches this port number.

For all components other than the TEMS, the calculation in Example 1-1 is used
internally by IBM Tivoli Monitoring 6.1 to reserve the listening ports.

Example 1-1 IBM Tivoli Monitoring 6.1 algorithm to calculate listening port

"reserved port" = well-known port + (N*4096)
where:
N= startup sequence

For example, the IBM Tivoli Monitoring 6.1 component startup on the system
Izmir follows this sequence:

1. The Universal Agent starts first: port 6014 (1918 + 1*4096)

2. The Remote TEMS starts second: port 1918 (always reserved for TEMS)
3. The Windows OS Agent starts third: port 10110 (1918 + 2*4096)

4. The Warehousing Proxy starts fourth: port 14206 (1918 + 3*4096)

Not all communication is through the firewall

Using the calculation from Example 1-1, it is now possible to control the port
usage on individual systems. Additionally, using two parameters in the
KDC_FAMILIES environment variable enables even finer control than the startup
sequence method. Ideally, all components that need access through the firewall
should use the lower-number ports, and components that do not cross the
firewall use higher-number ports.

This is accomplished by specifying the SKIP and COUNT parameters on the
KDC_FAMILIES environment variable for the individual IBM Tivoli Monitoring 6.1
component. (See Example 1-2 on page 25.)

For example:
KDC_FAMILIES=IP.PIPE COUNT:1 PORT:1918 IP use:n SNA use:n IP.SPIPE use:n

» The COUNT parameter (coded as COUNT:N where N is an integer that
indicates which port to reserve) for the components that need access across
a firewall. If the process is unable to bind to the highest port respective to N, it
immediately fails to start up.

» The SKIP parameter (coded as SKIP:N where N is an integer that indicates
which port to reserve +1) for the components that do not need access across
a firewall. If the process is unable to bind to the port respective to &, it will
keep trying using the algorithm until all available ports are exhausted.
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Example 1-2 Example for KDC_FAMILIES=IPPIPE COUNT

The system Izmir has installed:
-Tivoli Enterprise Monitoring Server
-Windows 0S Agent

-Warehousing Proxy agent

The well-known port is the default port 1918.

The Tivoli Enterprise Monitoring Server always uses port 1918.

The Windows 0S agent does not require firewall access and should be coded with
KDC_FAMILIES=IP.PIPE SKIP:2 (port 10110).

If the Windows 0OS agent fails to open port 10110, it will try SKIP:3 attempting
to bind now to port 10370. A failure will result in trying SKIP:4 continuing to
exhaust all possibilities with any subsequent failures.

The Warehouse Proxy does require firewall access and should coded with
KDC_FAMILIES=IP.PIPE COUNT:1 (port 6014).

If the Warehouse Proxy fails to open port 6014, start up fails.

Multiple network interface cards

Whenever an IBM Tivoli Monitoring 6.1 component starts up, by default it
discovers all available network interfaces on the system and actively uses them.
This may not always produce the desired results.

Consider, for example, a TEMS with two networking interface cards (NIC): one
interface connected to the main production network and a second interface
connected to a limited network that is used only for server backup.

When a TEMA on another system starts up and makes the first connection to the
TEMS using the Global Location Broker, it connects to the TEMS first interface.
Also, assume that the TEMA does not have an interface connected to the limited
backup network segment. The TEMS sends a reply to the TEMA that contains
the network address on which the TEMS wants the TEMA to connect. This
network address may be the NIC that is connected to the backup network. This
results in the TEMA not being able to connect successfully even though the initial
handshake succeeded.

To avoid this problem, you can specify an environment parameter on all of the
IBM Tivoli Monitoring 6.1 components to force it to use a specific network
interface rather then using any available.

This can be accomplished by passing either of these keywords:

» KDCBO_HOSTNAME: You can specify either the host name, corresponding
to the NIC to be used, or its IP address in dotted decimal format. If specified,
it will take priority over the KDEB_INTERFACELIST parameter.
KDCB0O_HOSTNAME should be used only in an environment without NAT
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(Network Address Translation), as it will also inactivate the use of the
Ephemeral Pipe.

» KDEB_INTERFACELIST: The NIC must be specified as dotted decimal IP
addresses. This keyword is recommended when IBM Tivoli Monitoring 6.1 is
installed in a environment with NAT.

Regardless, this technique is still a good practice to ensure that the Tivoli
Enterprise Management Agents connect to the proper TEMS interface.

Installations with firewalls

The best practice with Tivoli Enterprise Management Agents on the less secure
zone of the firewall is to deploy a Remote TEMS on the same firewall side. This
enables all TEMAs to connect to the Remote TEMS and have only the Remote
TEMS connect through the firewall.

This minimizes the number of systems that need firewall access and keeps port
restrictions in place. Refer to Figure 1-10 on page 28 and Figure 1-11 on
page 29 for a visual diagram.

Special cases
» Firewall with NAT — Ephemeral Pipe

Today, many firewall implementations include Network Address Translation,
which further protects the systems behind the firewall by making them
“‘invisible” using a different set of IP addresses. If the configuration includes a
firewall with NAT, the easiest way to configure TEMA, TEPS, or TEMS to
connect to another TEMS would be the Ephemeral Pipe. When an Ephemeral
Pipe is active, it acts as a virtual tunnel that funnels all connections between
two components through one single port. The Ephemeral Pipe is not explicitly
started when using the standard installation scripts or tools, but will be
activated by default under following conditions:

— KDC_PARTITION definition file is not present; if KDC_PARTITION is used,
it inactivates the Ephemeral Pipe.

— KDCBO_HOSTNAME parameter should not be specified; instead use the
KDEB_INTERFACELIST variable.

— The initial communication must come from the agents, not by the TEMS.
Older configurations may still have a KDSSTART LBDAEMON command
for the Location Broker at the TEMS. This command should be removed to
active the Ephemeral Pipe.

If these conditions are met, TEMA-to-TEMS communication automatically
tries to create an Ephemeral Pipe connection and no further configuration
actions are required. The main advantage of using Ephemeral Pipe is that no
special configuration is required, so you do not have to manually update the
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configuration parameters at possibly hundreds of TEMAs that run outside of
the firewall.

The Ephemeral Pipe can be explicitly configured by setting this parameter:
KDC_FAMILIES=IP.PIPE PORT 1928 EPHEMERAL:Y

This forces the client to use outbound ephemeral connections. This kind of
configuration should be used if you encounter dupTicate pipe setup failure
messages in the TEMS log — which occurs if you run multiple agents on the
same system as the TEMS and all connect to that particular TEMS using the
same pipe. In this case, EPHEMERAL:Y forces the agents to use the Ephemeral
Pipe.

Although Ephemeral Pipe is the first choice for firewall environments with
NAT, it may not communicate successfully across firewalls in all
environments. If communication failures occur between the TEMA and the
TEMS, a more detailed communications trace will be required. Set the
KDC_DEBUG=Y variable to generate the required level of detail trace.

If the output of the KDC_DEBUG=Y trace contains IP addresses with 0.0.0.0,
this indicates correct use of Ephemeral Pipe. However, if communications is
still failing, you will have to use the alternative technique that requires partition
definitions. This can happen if the connections between TEMA and TEMS
have to cross multiple firewalls or if NAT has been set up without using
generic patterns.

» Firewall with NAT — Partitioning

If Ephemeral Pipe fails to establish a connection between the agents and the
Hub TEMS, the only alternative with this IBM Tivoli Monitoring 6.1 release is
to use partition files. This is fully documented in the IBM Tivoli Monitoring
Installation and Setup Guide, GC32-9407.

Large installation with firewall architectures

Keep in mind that security guidelines in a specific environment may be inflexible
when dealing with the location of some of the IBM Tivoli Monitoring 6.1
components. Accurate comprehension of the communication flows and ports
enable any installation to be customized to meet the underlying security policies.

The following recommended architectures provide visual guidance in
understanding the communication flow among the IBM Tivoli Monitoring 6.1
components. Mastery of IBM Tivoli Monitoring 6.1 communication protocol
provides the architect control over the entire network topology. We now describe
two common designs.
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Warehouse Proxy agent in less secure zone

This scenario is based on less-restrictive firewall rules concerning the traffic flow
for the historical data collection. Here the Warehouse Proxy agent is located in
the less secure zone.

Figure 1-10 depicts one recommended architecture for a IBM Tivoli Monitoring
6.1 installation with firewall restrictions enabled and with the Warehouse Proxy
agent located in the less secure zone.
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Figure 1-10 Advanced installation on less secure side

This scenario keeps the TEMA warehousing traffic on the same side of the
firewall, and the actual database repository on the more secure side. It is
unnecessary to keep track of the Warehouse Proxy agent listening port for
firewall rules. A specific port must be opened on the firewall to enable the
Warehouse Proxy agent to perform an ODBC connection to the Tivoli Data
Warehouse on the more secure side. The port for the ODBC connection is
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unique to each RDBMS. Consult the database product manuals or your local
database administrator.

Warehouse Proxy agent in more secure zone

In this second scenario, the firewall restrictions are expanded to prevent any
warehousing traffic on the less secure side of the firewall.

Figure 1-11 depicts the recommended architecture for an IBM Tivoli Monitoring
6.1 installation with firewall restrictions increased, and the Warehouse Proxy
agent located in the more secure zone.
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Figure 1-11 Advanced installation on more secure side

This scenario forces the TEMA to warehouse traffic through the firewall. The
Warehouse Proxy agent and the Tivoli Data Warehouse repository are both
located in the more secure zone. This design increases the complexity for the
Warehouse Proxy agent but also increases the security of the warehouse data.
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To open the proper ports so that the TEMA can warehouse the historical data
through the firewall, the Warehouse Proxy agent must establish a well-known
listening port. This well-known port is calculated through the KDC_FAMILIES
mechanism.

Tip: The Warehouse Proxy agent calculated port is significant only when:

» The TEMASs are warehousing data directly to the Warehouse Proxy agent,
instead of storing on the Remote TEMS.

» Firewall policies do not allow ODBC connections to be made from less
secure to the more secure infrastructure, and the Warehouse Proxy agent
must be located behind the firewall from the agents.

» The TEMA must go through a firewall to connect to the Warehouse Proxy
agent.

When warehousing data in a large installation especially within the boundaries of
firewalls, keep these tips handy:

» Accurately calculate the collection amount of historical data. Firewall traffic
can increase excessively when historical data collection is enabled.

» Only collect the critical attribute groups, being careful not to turn on
unnecessary attribute groups.

» Historical data roll-up can be stored on the Remote TEMS. However, it is
severely limited to 250 TEMAs per Remote TEMS.

» Windows has a limit of a maximum 2,000 sockets open simultaneously. Within
a firewall environment, IP.PIPE is required. This limits the warehousing of
historical data to only 1,500 TEMAs (500 sockets are reserved for internal
processing) per IBM Tivoli Monitoring 6.1 installation.

Important: If you are familiar with the functions of Tivoli Firewall Security
Toolbox (TFST), IBM Tivoli Monitoring 6.1 firewall support currently does not
provide all of the functions of the TFST, particularly to be able to start the
connection from the secure site and proxying between multiple firewalls (to be
able to use different ports between multiple firewalls). These functions are
expected to be available with a post-GA fix pack for IBM Tivoli Monitoring 6.1.

1.2.6 Advanced huge installation: multiple TEMS processes

This advance deployment scenario illustrates the power, flexibility, and
capabilities of IBM Tivoli Monitoring 6.1. This deployment strategy requires
double the recommended hardware specifications but less physical hardware
deployment. This deployment exposes the technical capacity of running multiple
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monitoring server (TEMS) processes on one physical system. It certifies the
adaptability of IBM Tivoli Monitoring 6.1, but acknowledges the extreme
complexity that can occur within an installation.

Exceptional planning and assessment must precede this implementation. It can
be very easy to allow this strategy to become a maintenance dilemma.

This installation still requires multiple Hub TEMSs but leverages unused
hardware capacity to run additional Remote TEMS processes (configured to
listen on different ports) connecting to the separate Hub TEMS.

The installation consists of the following components:

Tivoli Enterprise Monitoring Server
Tivoli Enterprise Portal Server
Tivoli Enterprise Portal

Tivoli Warehouse Proxy agent
Tivoli Data Warehouse
Summarization and Pruning agent
Tivoli Enterprise Console

vVvyYvYyVvYyYvYYyvyYy

This design strives to highlight the potential strategic deployment using multiple
TEMS processes configured on different listening ports. It is architecturally
similar to the large installation. However, there are multiple Remote TEMS
processes running on one physical system.

Figure 1-12 on page 32 demonstrates a simple architecture to present the
underlying theory. IBM Tivoli Monitoring 6.1 can expand farther and run more
than two kdsmain processes per system. This technique accomplishes a larger
implementation with less physical hardware. To keep the diagram intelligible, the
Remote TEMS have been stacked for brevity. Even though this strategy is similar
to the large installation (the implementation is exactly the same), we do not
recommend loading this IBM Tivoli Monitoring 6.1 installation to its maximum
throughput.
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Figure 1-12 Large installation with multiple TEMS processes on single system

Essentially, this large installation is capable of having up to 10 Remote TEMS,
each running two or more Tivoli Enterprise Monitoring Server processes within
one system boundary.

IBM Tivoli Monitoring 6.1 has a software limitation that permits only a single
TEMS process to listen on the well-known port (default port 1918). To achieve
this design, any additional TEMS processes on the exact system must be
configured to use an unused port. This process essentially doubles the IBM Tivoli
Monitoring 6.1 capacity without additional hardware. We advise running only one
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Hub TEMS per physical system. Although supported, multiple TEMS processes
on a single system all configured as (*HUB) is not suggested.

To accomplish this installation, separate IBM Tivoli Monitoring 6.1 install
directories are necessary. These installations will be completely separate despite
the binaries existing on the same physical system. Follow the normal installation
procedures for a single large installation environment. The only necessary
installation procedure change is the configuration of the well-known listening port
for each running TEMS process. For historical data collection, it is exactly the
same as a huge installation: one Tivoli Data Warehouse repository with multiple
Warehouse Proxy agents.

Note: A Warehouse Proxy agent is required for each separate TEMS process
instance. For example, TEMS process instances running on three different
ports will require three Warehouse Proxy agents.

One thought to keep in mind: These multiple TEMS processes are still logically
independent installations that each require separate maintenance. The
infrastructure systems will have distinct CANDLEHOME installation directories.
The IBM Tivoli Monitoring 6.1 code on every system will require maintenance to
every separate installation directory.

Attention: Running multiple TEMSs on a single system is technically
supported by IBM Tivoli Monitoring 6.1. However, all alternatives should be
given careful consideration. The total cost of ownership to maintaining this
complex environment can be higher than the cost of additional hardware
capacity.

1.3 Scalability

A distributed networking infrastructure inherits scalable characteristics by design.
After all, a distributed system is built to expand and shrink through the increment
and decrement in hardware capacity. It should be stated that scalability is not the
same as performance tuning. Performance tuning deals with increasing output
from current capacity without adding additional resources.

No single analysis of scalability and performance can determine the absolute
hard limits of a distributed product. A distributed system in theory should extend
to infinity. However, as distributed systems increase in scalability, performance
loss may increase to an unsustainable boundary. IBM Tivoli Monitoring 6.1
follows the basic scalable characteristic in this design. Adding hardware capacity
in the form of remote TEMS distributes the load and allows more connected
agents. This methodology represents a foundation that is built upon using the
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actual calculated values from the physical environment. Note that IBM Tivoli
Monitoring 6.1 constitutes vast improvements in scalability and performance from
OMEGAMON XE, highlighting the union between the mature code of Candle
Corporation and the enterprise qualification of IBM Tivoli Software.

Figure 1-13 depicts a great universal example of many unique sources of
information pertaining to scalability and performance metrics. It exposes the
issues related to scalability and performance expectations.
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Figure 1-13 Universal sources of scalability and performance numbers
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For example:

User Guide says “unlimited”

Support said “no more thann ...”
Development said “n*3 ...”

Early Support Program said “n3 ...”
Services said “n/3 ..”

Performance said “we didn’t test that”

vyvyvyvYyYyvyy

A decision must be chosen carefully because different sources have their own
reasons for providing sizing metrics.
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For IBM Tivoli Monitoring 6.1, analysis of all of these sources, including an
in-depth knowledge of the monitoring environment, assists in scaling the
installation properly. Understanding the limitations of IBM Tivoli Monitoring 6.1
and strategically working through them will facilitate obtainable goals.

From a scalability standpoint, the TEMS plays the key role. As the architect of an
IBM Tivoli Monitoring 6.1 implementation, consider the following factors:

» Number of physical hosts and platforms types included
» Number and type of applications and operating systems per host

» Geographical topology of the environment, particularly in relation to where the
managed systems shall reside

» Estimated number of events generated, thresholds that will be deployed, or
both

» The degree of automation that is required or planned — both reflex and
workflow

» Estimated number of TEP users and the expected type of usage (heavy
reporting, frequent real time updates, and so forth)

» Network topology and firewall considerations

The information generated from these points above can then be combined with
the scalability guidelines that have been established for the initial release of IBM
Tivoli Monitoring 6.1.

The following scalability metrics are from verification testing performed on IBM
Tivoli Monitoring 6.1 (GA). These numbers represent actual test synopsis
validation. These numbers are not definitive declarations of scalability and
performance. This data displays achievable goals that have been proven in a
test/development environment. All IBM Tivoli Monitoring 6.1 installations are
unique and require surveillance during the deployment.

Table 1-3 classifies the extensive metrics for IBM Tivoli Monitoring 6.1. These
metrics measure the apex for the IBM Tivoli Monitoring 6.1 components with
respect to load quantity. Each metric represents one installation instance.

Table 1-3 Extensive metrics

IBM Tivoli Monitoring 6.1 component Verified metric

Remote TEMS 15 (Windows and UNIX)
Managed Systems 5,000

Managed Systems per Remote TEMS 500

Heartbeating agents per TEMS 500
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IBM Tivoli Monitoring 6.1 component Verified metric
Simultaneous agent startup/logins to a TEMS 1,000

Agents storing historical data at Remote TEMS 250

Consoles per TEPS 50

Total situations 1,500 (30/agent)

Important: These metric values do not represent actual hard limits in IBM
Tivoli Monitoring 6.1. These numbers are derived from what was actually
tested, not necessarily product limitation.

The Tivoli Data Warehouse scalability and metrics are beyond the scope of this
chapter.

1.4 Agent deployment architecture

There are several techniques for installing the Tivoli Enterprise Management
Agents. This section summarizes three common practices that can be employed
to install managed systems with an installation.

All three scenarios include the positives and negatives of an established solution.
Proper assessment of the physical environment is part of the decision of which
solution best fits.

Tips to keep in mind:

» Total number of physical systems and the total amount of agents deployed to
each of those systems

» Network bandwidth and latency between TEMS and TEMA
» Size of the IBM Tivoli Monitoring 6.1 installation
» Connectivity to the managed systems

1.4.1 IBM Tivoli Monitoring 6.1 built-in deployment controller

36

IBM Tivoli Monitoring 6.1 offers an easy, efficient deployment mechanism to push
Operating System Agents and Applications Agents to remote systems. This

mechanism also offers agent upgradability. IBM Tivoli Monitoring 6.1 provides a
powerful built-in tool for intelligent agent upgrades via the GUI or command line.

Deployment Guide Series: IBM Tivoli Monitoring 6.1



Figure 1-14 shows the architecture of IBM Tivoli Monitoring 6.1 agent
components. The functionality of the agent components is divided among the
TEPS, TEMS, and OS Agent, respectively.
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Figure 1-14 Agent deployment architecture

IBM Tivoli Monitoring 6.1 OS Agents, implemented as a DLL, can handle agent
deployment activities at the agent end.

The Agent Depot is an installation directory on the monitoring server from which
you deploy agents and maintenance packages across your environment. The
Agent Depot must reside on a local TEMS or on a remote file system configured
as its depot home directory. Before you can deploy any agents from a monitoring
server, you must first populate the Agent Depot with bundles. A bundle is the
agent installation image and any prerequisites.

Agents can be loaded into the Agent Depot at install time. Installer on Windows
and UNIX has a “populate depot” option.

Note: No transfer of packages from one TEMS to another is provided.

Each agent bundle in the Agent Depot can be determined by its product ID and
platform characteristics. The Agent Depot can also contain MDL files and scripts
used in the deployment of the Universal Agent. You can customize the Agent
Depot based on the types of bundles that you want to deploy and manage from
that monitoring server.

The deployment controller, a service on the Management Server, acts as the
driver for the deployment. The deployment controller queries the Agent Depot
contents and transfers agent bundles using Remote Procedure Calls (RPC). All
other tasks are initiated by making SQL1 calls. Agent deployment requests are
made using SQL1 calls to a Management Server. The deployment controller
provides the ability to initiate deployment commands from a SQL1 interface.
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Notes:

» Remote Procedure Call (RPC) is a protocol that one program can use to
request a service from a program located in another computer in a network
without having to understand network details. (A procedure call is also
sometimes known as a function call or a subroutine call.)

» SQL1 is the SQL implementation based on the ANSI-1989 SQL1 standard.

Deployment controller commands can be targeted to a specific system or to a
managed system list. The deployment controller manages the interaction with the
management agent (OS Agent); it manages receiving and aggregating results
from multiple targets and provides forwarding of requests to the appropriate
TEMS as well as queuing of requests for scalability. The following processes can
be initiated: install, uninstall, and upgrade.

Note: Deployment requests are asynchronous; when a request is received it is
queued up for processing.

Agents vary greatly in how they are configured depending on the agent type and
the OS platform. The Agent Configuration Toolkit collects and transfers
configuration data. It provides a set of utilities that enable the agent deployment
to configure agents. The Agent Configuration Toolkit and the deployment
controller communicate via SOAP (Simple Object Access Protocol).

SOAP is a way for a program running in one kind of operating system (such as
Windows 2000) to communicate with a program in the same or another kind of an
operating system (such as Linux) by using the World Wide Web’s Hypertext
Transfer Protocol (HTTP) and its Extensible Markup Language (XML) as the
mechanisms for information exchange. Because Web protocols are installed and
available for use by all major operating system platforms, HTTP and XML provide
a ready solution to the problem of how programs running under different
operating systems in a network can communicate with each other. SOAP
specifies exactly how to encode an HTTP header and an XML file so that a
program in one computer can call a program in another computer and pass it
information. It also specifies how the called program can return a response.

An advantage of SOAP is that program calls are much more likely to get through
firewall servers that screen out requests other than those for known applications
(through the designated port mechanism). HTTP requests are usually allowed
through firewalls, so programs using SOAP to communicate can be sure that
they can communicate with programs anywhere.
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1.4.2 Tivoli Configuration Manager V4.2

Most IBM Tivoli Software customers already have an investment in Tivoli
Management Framework V4.1.1 and IBM Tivoli Configuration Manager V4.2.
IBM Tivoli Monitoring 6.1 Agents can be deployed using IBM Tivoli Configuration
Manager V4.2 as the delivery mechanism.

It is cost-effective to leverage IBM Tivoli Configuration Manager V4.2 as a
solution to deliver IBM Tivoli Monitoring 6.1 Agents. IBM Tivoli Configuration
Manager V4.2 is robust and designed for large-volume software pushes, which
dominates over IBM Tivoli Monitoring 6.1 Deployment Controller.

1.4.3 Operating system image deployment

It is possible to manually extract the package files to generate a customized
image to transfer to an operating system image for replication. The technique is
similar to the Tivoli Configuration Manager V4.2 method. The only difference is
that software distribution is not used to push the install packages.

The install packages are built and then transferred to a pristine operating system
image that gets deployed to many systems using a third-party method.

After the operating system is built from the image, the silent install can be
leveraged to install the product binaries via the standard silent install mechanism.

Operating system imaging is beyond the scope of this book. This is an alternate
method that can be employed and is another recommended deployment solution.
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Demonstration, Proof of
Concept, and small-size
installation

This chapter describes how to install IBM Tivoli Monitoring 6.1 and related
components, and PoC (Proof of Concept) and demonstration purposes. You can
also use this type of installation for small-size environments.

The following topics are covered:

» DB2 Workgroup Server Edition installation and configuration

» IBM Tivoli Monitoring 6.1 components installation
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2.1 DB2 Workgroup Server Edition installation and
configuration

Before we install IBM Tivoli Monitoring 6.1, we need to install a database. The
Tivoli Enterprise Portal Service (TEPS) requires one relational database to store
all user data, user IDs, workspaces, links, queries. The Tivoli Data Warehouse
(TDW) requires another relational database to store the historical data. The IBM
Tivoli Monitoring 6.1 is shipped with IBM DB2 Workgroup Server Enterprise
Server Edition, for demonstration and installation purposes, so we are going to
install that version. Refer to Version 6.1.0 of IBM Tivoli Monitoring Installation and
Setup Guide, GC32-9407, for supported databases and hardware and software
requirements.

The next steps describe how to install DB2 Workgroup Server Edition in
Windows 2000 and how to set up the required databases components.

2.1.1 Installing DB2 Workgroup Server Edition

42

Use the following steps to install the IBM DB2 Workgroup Server Enterprise
Server Edition:

1. Log on to the system with the Administrator account.

2. To start the installation, go to the installation image location. In our case this
was C:\ITM61_image\db2_image.

Launch setup.exe.
In IBM DB2 Setup Launchpad, click Install Product.
Click Next in DB2 Workgroup Server Edition to start the DB2 Setup Wizard.

Read and accept the terms in the license agreement, select | accept the
terms in the license agreement, and click Next.

o 0 Mo
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7. Select Typical and click Next under Select the installation type as shown in

Figure 2-1.

iigJ— DB2 Setup wizard - DB2Z Workgroup Server Edition

Select the installation type

&+ Typical: Approximately 400 - 600 MB

DEBZ will be installed with most Features and functionality, using a bypical configuration with default values.

To add functionality, select the desired functions from the Following list.

Additional Functions

I™ Data warehousing

o Compack: Approximately 270 - 410 MB

EBasic DE2 features and functionality will be installed, and minimal configuration will be performed.

- Custom: Approximately 270 - 700 ME

Select the Features that you want installed, and specify configuration options for DBZ. This option
requires knowledge of DEZ features and settings.

ImstallShisld

Cancel

Help

Figure 2-1 DB2 Setup wizard - Select the installation type
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8. Type where the DB2 will be installed and click Next as shown in Figure 2-2.

Note: Here we leave the directory as default: c:\\Program
Files\IBM\SQLLIB.

iisj— DBZ Setup wizard - DB2 Workgroup Server Edition =13 x=]

Select installation folder é

DEZ Setup wizard will install DEZ Workgroup Server Edition in the following Folder. To install to & different folder, click
Change and select another Folder.

The user interface and product messages will be installed in the language the install is running in.

Confirm installation Folder

. Space reguired:
Drive | =3 Local Disk (C:) | 463 e Disk space... |
Directary |ctiProgram Files\[EMiSQLLIB, change... |

Inistallzhisld

Cancel Help

Figure 2-2 DB2 Setup wizard - Select installation folder
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9. The DB2 Setup wizard creates a user for DB2 administration purposes. In the
window Set user information for the DB2 Administration Server, select Local
user or Domain user account and Use the same user name and
password for the remaining DB2 services. For User Information, do this:

Domain (Leave blank unless you are using domain user.)
User name db2admin
Password itm61dgrb

Confirm password itm61dgrb;
Click Next.

ii,? DB2 Setup wizard - DBE2 Workgroup Server Edition o ] A |
Set user information for the DB2 Administration Server I—'_

Enter the user name and password that the DE2 Administration Server (DAS) will use to log on to your system.
¥ou can use a defaulk LocalSyskem account or a lacal user or a domain user accaunt.

* Local user or Domain user account

r— User inforrmation

Domain | j
User name |abzadrin

Password I*********

Confirm password

[ Local syskem account:

v Use the same user name and password for the remaining DE2 setvices

Imstall3hield

< Back | Mexk = I Cancel Help

Figure 2-3 Set user information for the DB2 Administration Server

10.Click Next in Set up the administration contact list. We did not configure that
for this installation.

11.Click OK in the Warning window.
12.Click Next in Configure DB2 instances.

13.In Prepare the DB2 tools catalog, select Do not prepare the DB2 tools
catalog on this computer and click Next.
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14.Select Defer the task until after installation is complete in Specify a
contact for health monitor notification.

15.The last window shows the current settings. Click Install to start copying files
as shown in Figure 2-4.

ii,% DEBZ Setup wizard - DB2 Workgroup Server Edition ;IEIE'

Start copying files I—"_

The DBZ Setup wizard has enough information to stark copying the program files. IF wou want to review or
change any settings, click Back, If vou are satisfied with the settings, click Install to begin copying files,

Current setkings:

Product to install: DB2 Workgroup Server Edition -
Installation type: Typical
Selected features:

Spatial Extender Samples

JDBC Support

Java Development Kit

Java Runtime Environment

LDAP Exploitation

MDAC 2.7

0DBC Support

OLE DB Support

Sample Applications

Sample Database

SQLJ Support

S01.1 Annlicatinn Develnnment Tanls ﬂ

InstallShisld

< Back | Install I Cancel | Help

Figure 2-4 DB2 Setup wizard - Start copying files

16.Click Finish to complete the DB2 installation.

Note: After finishing the DB2 installation, the DB2 Setup starts IBM DB2 First
Steps Launchpad and checks for DB2 updates. You can defer this task by
clicking No and EXxit First Steps.

2.1.2 Creating the Tivoli Datawarehouse database

In this section, we create the database for Tivoli Enterprise Portal Server.

First we should verify whether the database server is running by checking the
DB2 services states: Start — Setting —» Control Panel — Administrative
Tools — Services.
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These services started with DB2 should be running. (They are turned off by
default as shown in Figure 2-5.)

» DB2 Governor Service
» DB2 License Server

. Services 10| =]
| action iew || < = m| A2 > = n = |
Tree I Mame 4 | Description | Status | Startup Tvpe | Log On As | ;I
Sarvices (Local) %DBZ -DBZ Allowes appl...  Started Aukornatic JAdbzadmin 1
%DB2 GOvernor Collects sk, . fanual AdbZadmin
%DBZ 1DEC Applet Se... Provides 1...  Started Aukornatic LocalSyskem
%DB2 License Server Monitars Dn... fanual Local3yskem
%DBZ Security Server  Authentica...  Started Aukornatic LocalSyskem
%DB2DAS -DB2DA300  Supports lo...  Started Aukomatic AdbZadmin LI

Figure 2-5 Services management console

Now we can create the database. Click Start — Run, type db2cmd in the Open
box, and click OK to open a DB2 command line prompt.
To create the DB2 database, type the following command in DB2 CLP:

db2 create database tdw2l using codeset utf-8 territory US
It takes some time to create the tdw21 database, and the following message
shows the end of database creation:

DB20000I The CREATE DATABASE command completed successfully.

2.1.3 Creating the database user

When we created the tdw21 database logged into the Administrator account, we
gave DB2 administration rights to Administrator. Now we need to create another
account, which will be used by Tivoli Enterprise Portal Server and Tivoli Data
Warehouse for database access.

Use the following steps to create the user:

1. Click Start — Settings — Control Panel — Administrative Tools —
Computer Management, expand Local Users and Groups, and click
Users.
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2. In the menu bar, click »> Action — New User as shown in Figure 2-6.

=101 %]

| Full tame

| Description

Mame
= Refresh ent (Local) | lgau:lrninistnﬁtor
E  ExportList.., G aspET
- r lg-:ll:uz.ﬁu:ln'uin
- i rmatian QGuest

ﬁ Performance Logs and Aler
Shared Folders
=) Device Manager
-#3 Local Users and Groups
o
L) Groups
EI& Storage
i) Disk Management -
5*. Disk Defragrmenter
----- = Logical Drives
ey

: -
4| | ¥ 4|

ASP.MET Machine Account
dbZadmin

Built-in account For admi
Account used For runnin

Built-in account For gues

|Creates a new Local User account

Figure 2-6 Computer Management, adding a New User
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3. Enter the New User information as follows:
User name itm61
Password itm61dgrb
Confirm Password itm61dgrb

4. Uncheck User cannot change password and check Password never
expires.

5. Click Create and then Close as shown in Figure 2-7.

2|

Llzer hame: Iill'ﬂE'I

Full narme: I

Drescription: I

Passmand: I xxxxxxxxx

Ixxxxxmmx

Canfirm pazsword:

[ Wszer must change password &t next logon

[ User cannaot change password

Create I Cloze |

Figure 2-7 New User interface

Follow these steps to add this user to the Administrator Group:

1. In Computer Management, expand the Local Users and Groups then
expand Users.

2. In the right plane, select the itm61 user.
3. In the menu bar, click Actions — Properties.
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4. Select the Member Of tab and click Add as shown in Figure 2-8.

itmE1 Properties 2 x|
General Member OF | Profile: I
kember of:
@ Users
Add... Fremove |
QK | Cancel Apply

Figure 2-8 Adding Groups to itm61 user
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5. Select Administrators in the top plane and click Add. The Administrators
group goes to the bottom pane (Figure 2-9). Click OK, and OK again to close
the itm61 Properties window, and close the Computer Management console.

i Select Groups |
Lockin:  |(=} KCEDONR =l
MHame | In Folder | -

] & drministratars KCEDONR
Backup Operators KCBDOMA

Guests KCBDOMR
Pawer Users KCEDONR
R Rieplicator KCEDONR =
Users KCEDONR
5 DE2ADMNS KCEDONR =l

dd | Check Mames

F.CBDOM B A dministrators

Figure 2-9 Adding Administrators group

2.1.4 Setting up ODBC connection for Tivoli Data Warehouse Proxy

To move data from Tivoli Enterprise Portal Server to Tivoli Data Warehouse, IBM
Tivoli Monitoring 6.1 uses Warehouse Proxy agent. This agent uses an ODBC
connection to transfer historical data collected from agents to a database.

To create this ODBC connection:

1. Click Start — Settings — Control Panel — Administrative Tools — Data
Sources (ODBC).

2. Select the System DNS tab and click Add.
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3. Select ODBC IBM DB2 DRIVER and click Finish as shown in Figure 2-10.

Create New Data Source il

Select a driver for which you want to zet up a data source.

Hame | b o
Drriver da Microsaoft para arquivos testa [F bt *csv] 4
Drriver do Microsaoft Access [*.mdb) 4

Drriver do Microsaoft dB aze [*.dbf] Az
Drriver do Microsaft Excel[® slz] 4.
Drriver do Microsaoft Paradaox [#.db ] 4.
Driver para o Microzoft Visual FoxPro E
|BM DBZ2 ODBLC DRIVER a

2

INTERSOLY OEM 212 32-BIT SOLServer

INTERSOLY OEM 311 32-BIT dBASEFile [*.dbf] 3-
IMTERCO W MFRA 211 F2RIT INEMERAlY _':ILI
4 L3

< Biachk I Finizh I Cancel |

Figure 2-10 Create New Data Source

4. In the ODBC IBM DB2 Driver - Add window, perform the following steps:
a. Enter ITM Warehouse for Data source name.
b. Select TDW21 in Database Alias.
c. Click OK.
5. To test the ODBC database connection:
a. In the ODBC Data Source Administrator window, select ITM Warehouse.
b. Click Configure.

c. Enter User ID and Password (user itm61) in the CLI/ODBC Settings - ITM
Warehouse window and click Connect.

o

. A connection test successful message is displayed. Click OK.
e. Click OK to close the window.

2.2 IBM Tivoli Monitoring 6.1 components installation

This section describes the installation process of several components: Tivoli
Enterprise Monitoring Server, Tivoli Enterprise Portal Server, Tivoli Enterprise
Monitoring Agents, and Tivoli Enterprise Portal.

52 Deployment Guide Series: IBM Tivoli Monitoring 6.1



2.2.1 Installing IBM Tivoli Monitoring 6.1

Follow these steps to install IBM Tivoli Monitoring 6.1:

1. Log on to the system with the Administrator account.

2. Access the IBM Tivoli Monitoring 6.1 installation image. In our case, it was
under C:\ITM61_image\itm61_image.

Note: You can also install IBM Tivoli Monitoring 6.1 from the CD image.

3. Open the Windows folder and launch setup.exe. This launches the IBM
Tivoli Monitoring - InstallShield Wizard.
4. In the Welcome to IBM Tivoli Monitoring window (Figure 2-11), click Next.

1BM Tivoli Monitoring - InstallShield Wizard

Tivoll. software

| Welcome to IBM Tivoli Monitoring.
!

This wizard will install IBM Tivoli Monitoring on your computer. Click Mest to continue.

‘wiarning: This program is protected by copyright laws and international treaties. Unauthorized
reproduction or distribution of this program, or any portion of it, may result is severs civil
prosecution.

{
A
*

< Back

Cancel

Figure 2-11  Welcome to IBM Tivoli Software
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5. In the Software License Agreement window, click Accept to accept the
License Information.

Software License Agreement

Flease read the accompanying license agreement carefully before using
the Program. By selecting "Accept" below ar using the Program, you agres
to accept the terms of this agreement. If you select"Decline”, installation
will not be completad and you will not be able to use the Program.

International Program License Agreement

FPart 1- General Terms

B DOWNLOADING, INSTALLING, COPYING, ACCESSING, OR USING THE FROGRAM

OU AGREE TO THE TERMS OF THIS AGREEMENT. IF wOU ARE ACCEFTING THESE
TERMS ON BEHALF OF ANOTHER PERSON OR A COMPANY OR OTHER LEGAL
ENTITY, ¥OU REFRESEMNT AND MMARRAMT THAT YOU HAWE FULL AUTHORITY TO
BIND THAT PERSON, COMPANY, OR LEGAL ENTITY TO THESE TERMS. IF vOU DO
MOT #GREE TO THESE TERMSE,

0O NOT DOWNLOAD, INSTALL, COPY, ACCESS, OR USE THE PROGRAM; AND

FROMPTLY RETURN THE PROGRAM AND PROOF OF ENTITLEMENT TO THE PARTY
FROM WHOM vOU ACQUIRED IT TO OBTAIN A REFUND OF THE AMOUNT vOU PAID. IF |-

Accept || Lacline

Figure 2-12 Software License Agreement
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6. After accepting the License Agreement, the install shield wizard checks for a
valid database installation and the existence of a specific version of JRE as
shown in Figure 2-13. In our case, the JRE was installed as part of the
installation process. Click Next to continue with the installation process.

Note: If you have the correct JRE installed and a valid database
installation, the Figure 2-13 will not appear.

IBM Tivoli Monitoring - Installshield Wizard |
Information
Fead the following information and decide.

Click Meut ta continue, Cancel to ingtall necessany prerequizsite software.

Tivoli. software

The following list of software MAY be required during this installation. d
If required later, selected features may not be available for installation.
If you knows the software iz required, please stop the installation now and
install the prerequisite software.
If wou plan ta inztall TEPS an thiz computer:
|IBM Java 1.4.2 or higher is required.
Maote: Java will be inztalled if 2 companent that requires
it iz gelected during install.

< Back Cancel

Figure 2-13 Checking necessary prerequisite software
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7. In Choose Destination Location (Figure 2-14), accept the default directory by
selecting Next.

IBM Tivoli Monitoring - InstallShield Wizard |

Choose Destination Location
Select folder where zetup will inztall fles.

Setup will install Tivali products inta the directary listed below. Ta install into this directory, click
Mext. To change directories, click Browse and choose another directory. [BMATivoli does not
suppart long filenames far this installation. Each directary and subdirectone must be eight or less
characters with no embedded blanks or special characters. rou can exit Setup by clicking Cancel.

Tivoli. software

Destination Folder
(C:'\IBM\ITM Browse...

< Back Cancel

Figure 2-14 Choose Destination Location
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8. Now we have to set up an SSL encryption key. Click Next to leave the default
key IBMTivoliMonitoringEncryptionKey as shown in Figure 2-15.

1BM Tivoli Monitoring - InstallShield Wizard i |
User Data Encryption Key

Tivoll. software Eneryption is used for all Secure Socket [SSL] connections with the Tivoli Enterprise Manitaring
;- reli Server, thereby protecting any sensitive data being transmitted. The encryption process uses a 32
character Encryption Kep. *fou may uze the default as shown, or enter your own unigue 32
character key, excluding special characters = [equal] ' [quote] and | [comma).

[ |E M TivalitonitoringE ncruptionk e

< Back et > Cancel

Figure 2-15 User Data Encryption Key

9. Click OK in Encryption Key as shown in Figure 2-16.

Encryption Key x|

Encryption key is:
IBMTivoliMonitoringEncryprionkey

Make Sure this key is used across the enterprise,

Figure 2-16 Encryption Key

Attention: You can change the Encryption Key, but save this information to be
used later.
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10.In the window shown in Figure 2-17, we select the components that we want
to install.

IBM Tivoli Monitoring - InstallShield Wizard |
Select Features
Select the features setup will install,

Tivoli. software Select the features you want to install, and deselect the features you do not want to install

onitari ks —Deseription——————
: [] Tiweali Enterprize Moritoring Server
[ Tivali Enterprise Portal Server
[ Tivali Enterprise Fortal Desktop Client

--|:| |IBM Eclipse Help Server

Tivoli Enterprize
Manitaring Agents

0.00 ME of space required on the C drive
E3447 52 MB aof space available on the C drive

< Back et > Cancel

Figure 2-17 Selecting IBM Tivoli Monitoring 6.1 components

58 Deployment Guide Series: IBM Tivoli Monitoring 6.1



11.Click the plus (+) sign to expand Tivoli Enterprise Monitoring Agents, and
select Warehouse Proxy and Summarization and Pruning Agent as shown
in Figure 2-18. Do not click Next yet.

Important: Do not check the box next to Tivoli Monitoring Agents because
this would install a/l available agents. Tivoli Enterprise Monitoring Agent
Framework was included when we selected the other agents.

IBM Tivoli Monitoring - Installshield Wizard |
Select Features

Select the features setup will install,

Tivoll. software Select the features pou want to install, and deselect the features you do not want to install.
=)-[w Tiwoli Enterprise Maritoring Agents ~Descriptio
H Tiwoli Enterprize Monitoring Agent Framework, La_test Application
[ Universal Agent \D‘rg;‘g' svsggg*g‘nq o
size
Warshouse Prowy built 200510421
[ Monitoring Agent For Windows 05 047
urmrmarization ahd Pruning Agen
(-] Tivali Enterprise Monitoring Server
(-] Tivali Enterprise Portal Server
B Tivali Enterprize Portal Desktop Client
[ ]IBM Eclipze Help Server
E2.32 MB of space required on the C drive
E9445.25 MB of zpace available on the C drive
< Back Hest > Cancel

Figure 2-18 Selecting Tivoli Enterprise Monitoring Agents
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12.Put a check box mark in Tivoli Enterprise Monitoring Server, Tivoli

Enterprise Portal Server, and Tivoli Enterprise Portal Desktop Client, as

shown in Figure 2-19.

1BM Tivoli Monitoring - InstallShield Wizard

Select Features

Select the features setup will install,

Tivoll. software Select the features you want to install, and deselect the features pou do not want to install
e S e

=

Tivoli Enterprize Monitaring Agents —Deseription——————
Tivoli Enterprize Monitaring Agent Framewark, Tivoli Enterprize Portal
[ Universal Agent Desktop Clignt
‘wiarehouze Proxy

Monitaring &gent for Windows 05
Summarization and Pruning Agent
[y Tivoli Enterprize Maonitaring Server
e[| Tivaoli Enterprize Portal Server
3R Tivoli Enterprize P
H-[]IEM Eclipse Help Server

T[T

282 62 MB of space required on the C drive
E3447 29 MB of space available on the C drive

< Back et > Cancel

Figure 2-19 Selecting other IBM Tivoli Monitoring Components.

Note: Selecting the entire component as we did installs support for all different

agents, thus enabling the Tivoli Enterprise Monitoring Server to work with data
from several kinds of agents.

13.Select Next to continue.
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14.In Agent Deployment, select Universal Agent and Monitoring Agent for

Windows OS (Figure 2-20) and click Next to allow these agents to be

deployed to a remote location.

IBM Tivoli Monitoring - InstallShield Wizard

Agent Deplopment

Tivoli. software Select the agents to configure far remaote deployment.

186,21 MB of space required on the C drive
E3447 29 MB of space available on the C drive

—Description——————

Agent can be
Deployed to a remate
location automatically
by ITHET.

< Back et >

Cancel

Figure 2-20 Agent Deployment

15.Click Next In Select Program Folder.
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16.The next window (Figure 2-21) shows the Current Settings. Click Next to start
copying files. The IBM Tivoli Monitoring - InstallShieldWizard installs the IBM
Java2 Runtime Environment 1.4.2 and starts to copy files.

1BM Tivoli Monitoring - InstallShield Wizard

Start Copying Files
Feview zettings before copying files.

Tivoll. software Setup has enough information to start copying the program files. If you want ta review ar change
Voll. software any settings, click Back. If you are satizgfied with the zettings. click Next to begin copying files.

Current Settings:

Install into Directon: C:AIBRMA TR
Add Pragram Falder: IBM Tivali Monitaring

Available Dizk Space: 89447 MB
Feguired Dizk Space: 314 MB
Deploy Required Disk Space: 185 MB
Total Disk Space Required: 433 MB

Install the following required prerequisites:
IBM Java2 Runtime Environment 1.4.2
Global 5 ecurity Toolkit [GSKIT]

Install the following features:

Tivoli Enterprise Monitaring Agents:
Tirvoli Enterprize Monitoring Agent Framework

wharehouse Prosy -
K| »

< Back et > Cancel

Figure 2-21 Start Copying Files
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17.The Setup Type window appears (Figure 2-22) when the copy files have
finished. Keep all check boxes selected and click Next to begin configuring
the IBM Tivoli Monitoring components.

IBM Tivoli Monitoring - InstallShield Wizard |
Setup Type

Select the zetup type that best suits your needs.

Tivoll. software In the following screens pou will be prompted For the information required to configure the fallowing
voll. software itemz. Uncheck the box to delay configuration until after installation is complete. Some
configurations iters are mandaton [preceded by an #] and cannot be unchecked.

v *Corfigure Tivoli Enterprize Portal
v *Configure Tivoli Enterprise Monitaring S erver

v Configure agents default connection to Tivali Enterprize Monitaring Server

~ Launch Manage Tivoli Monitoring Services for additional configuration options and to start
Tivol Monitoring services

< Back et > Cancel

Figure 2-22 Setup Type
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18.Click Next in Define TEP Host Information (Figure 2-23) to accept the

detected host name.

1BM Tivoli Monitoring - InstallShield Wizard

Define TEP Host Information

Tivoll. software
Huost name of the machine where TEP Server resides:

KCEBDOMR

< Back

Cancel

Figure 2-23 Define TEP Host Information
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19.In the TEPS Data Source Config Parameters - DB2 window (Figure 2-24),
enter:

Admin User ID db2admin
Admin Password itm61dgrb
Database User ID TEPS
Database Password itm61dgrb
Reenter Password itm61dgrb
Click OK.

B4 TEPS Data Source Config Parameters

x|
[ata source name: ITEF'52 |LI

Cancel

Fleaze enter vour Databaze Adminigtrator 1D [up o
8 characters] and password below:

Admin User |0 Idb2admin
Admin Password: I“’"‘"’“‘"’“‘

Fleaze accept the default Database User ID ar
enter pour ovan TEPS Databaze User (D (upto 8
characters) and paszward:

[Databaze User ID: |TEPS
Database Password: IF
Reenter Password; IW

Figure 2-24 TEPS Data Source Config Parameters - DB2

20.Click OK (Figure 2-24) and OK to finish Tivoli Enterprise Portal Server
configuration.

@ TEP3 configuration completed successfully,

Please see COIBMITMINSTALLATEPS_QDEC . log for details,

Figure 2-25 TEPS configuration completes successfully
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Attention: The Tivoli Enterprise Portal Server configuration could take a while
to finish; do not panic.

21.In Warehouse ID and Password for TEP Server (Figure 2-26), we configure
the credentials for the Tivoli Data Warehouse database. Type the user
created in ODBC connection in page 2.1.4, “Setting up ODBC connection for

Tivoli Data Warehouse Proxy” on page 51, as follows:

ID itm61
Password itm61dgrb
Confirm Password itm61dgrb
Click Next.

1BM Tivoli Monitoring - InstallShield Wizard

Warehouse |ID and Password for TEP Server

Tivoli. software

Please provide the ID and Password to be used by TEP Server to access the Data
Warehouse.

Password: I xxxxxxxxx

Confirm Pazsword: I *********

et >

Figure 2-26 Warehouse ID and Password for TEP Server
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22.Click OK to accept the default values in the TEP Server Configuration
window.

Note: You can specify whether you want to go through a firewall and
specify the communications parameters:

» IP.PIPE uses unsecured TCP communications.

» IP.SPIPE uses SSL secure TCP communications.
» SNA uses SNA for mainframe environments.

» IP.UDP uses unsecured UDP communications.

TEP Server Configuration x|

— TEF Server Connection to a Hub TEMS
[ Connection must pass through firewal

[T &ddress Tiranslation Wsed

¥ Protacal 1: IP.FIPE i
[~ Protocol 2 I "I
[~ Frotocol 3 I vl

ok I Cancel |

Figure 2-27 TEP Server Configuration
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23.Click OK to accept the default settings of Tivoli Enterprise Monitoring Server
as shown in Figure 2-28.

TEP Server Configuration x|
— [E DB Settings af the TEMS = Sl Settings af the TEMS
Huastrame or,
IP Address |KCBDONF: Network Name |

Fort rurmter andyar |191 a )
Faort Foals J Elbame I

LUE 2LOGMODE  [CANCTDES

—IP.FIFE Settings of the TEMS

TR Name [sMASOCKETS =l

Hosthame or . CEDOME

IP Address llopal L1 Alias |

Port humber

(LI &lize s not required|if using default]

— |F.SFIFE Seftings of the TERS

Hostname of IKCBDDNH
|F Address
— Entry Options
ISEBD
Fart number " Use case as lyped ' Convert bo upper case

AT Settings | ak I Cancel

Figure 2-28 TEP Server Configuration

24.Click Yes when asked whether to reconfigure the warehouse connection
information for the Tivoli Enterprise Portal Server as shown in Figure 2-29.

Manage Tivoli Enterprise Monitoring Services e ﬂ

@ Do wou wank ko reconfigure the warehouse connection information For the Tivoli Enterprise Portal Server?

Yes Mo

Figure 2-29 Reconfigure warehouse connection information
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25.Select DB2 in Configure DB2 Data Source for Warehouse Proxy as shown in
Figure 2-30.

Warehouse Proxy Database Sele x|

Specify the databaze twpe to be uged for the
W arehouse Proxp data source:

—Database Type

' DB2
" SOL Server
" Dracle

" Other databaze type

ak I Cancel

Figure 2-30 Warehouse Proxy Database Selection
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26.Enter this information in Configure DB2 Data Source for Warehouse Proxy
(Figure 2-31):

Data Source Name ITM Warehouse
Database Name tdw21

Admin User ID db2admin
Admin Password itm61dgrb
Database User ID itm61
Database Password itm61dgrb

Reenter Password itm61dgrb
Click OK.

Configure DB2 Data Source for Warehouse x|

Drata Source Mame: IITM W arshousge

Database MNamne: Itdw2'|

Pleasze enter your D atabase Administrator D and Password below:

Admin User D Idb2admin

Admin Pazzwaord: Ixxxmmmc

Pleaze enter the Database Uzer ID and Password required for
connecting to the Warshouze Data Source:

Database lser [0 IitmE‘I

Ixxxxxxxxx

Databaze Password:

Reenter
Pazsword:

Ixxxxxxxxx

Ok I Cancel |

Figure 2-31 Configure DB2 Data Source for Warehouse Proxy
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27.Click OK to finish the warehouse data source configuration as shown in
Figure 2-32.

Manage Tivoli Enterprise Monitoring |

@ Successfully configured warehouse data source

Figure 2-32 Manage Tivoli Enterprise Monitoring Services

28.After some time the IBM Tivoli Monitoring builds the Tivoli Enterprise Portal
presentation files as shown in Figure 2-33.

1BM Tivoli Monitoring - InstallShield Wizard
Setup Status

IEM Tivoli bonitaring is configuing pour new software installation.

Tivoli. software

Building Tivoli Enterprize Portal presentation files can take up to 20 minutes, please wait,

Figure 2-33 Tivoli Enterprise Portal presentation files
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29.In the next window (Figure 2-34), we configure the Tivoli Enterprise
Monitoring Server: Select the TEMS Type Hub, check the TEMS Name,
check the protocol (for this TEMS, Protocol 1 and IP.PIPE). Click OK.

Tivoli Enterprise Monitoring Server Configuration

[™ | Configuration Suditing [ TEC Ewert Integration Facility

™ Security: Validate User - Disable ‘workflow Policys Tivali Emitter

" Remote Agent Event Forwarding

™ &ddress Translation
TEMS Name |HUE_KCBDONR
— Protocol for this TEMS — Configure Hat Standby TEMS

¥ Protocol 1: IIF'.F'IF'E vI ™| Fratocol 1; I vI
[ Protocol 2: I VI ™ Frotocol 2 I VI
[~ Fraotocol 3; I vI [~ Frotocol 3 I vI

ak I Cahicel |

Figure 2-34 Tivoli Enterprise Monitoring Server Configuration
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30.1n Hub TEMS Configuration, click OK to accept the default configuration for
IP.PIPE Settings: Hub as shown in Figure 2-35.

Hub TEMS Configuration

— |E DB S ettings: Hub = Sl Settings: Hub
Huastrame or,
IP Address |KCBDONF: Network Name |
Fort rurmter andyar |191 a )
Fort Paols J L s I
LUE 2LOGMODE  [CANCTDES
— IP.PIPE Settings: Hub
: TR Name [sMASOCKETS =l
Hostname or [ CEDONF
IP Address
Port humber
— |F.SFIFE Seftings: Hub
Huostrarme ar IKCBDUNFI
|F Address
Entry Options
ISBED
FarnumbiEn (r‘“ Use case az typed ' Convert bo upper case

AT Settings |

ok I Cancel

Figure 2-35 Hub TEMS Configuration

31.In the next step we add application support to the monitoring server, such as
the workspaces and situations for agents. Select the TEMS Location as On
this computer and click OK as shown in Figure 2-36.

Add application support to the TEMS

TEMS Location

' On a different computer

X
0K I
* On this computer

Cahicel

Figure 2-36 TEMS Location
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32.Because the monitoring server is not running currently, it is started
automatically before the process begins. Click OK to start it and perform the
application support operation as shown in Figure 2-37.

Manage Tivoli Enterprise Monitoring Services ll

It will be started now so that the application support operation can be performed.

Figure 2-37 Manage Tivoli Enterprise Monitoring Services

@ The Tivol Enterprise Monitoring Server is currently not running.

33.In Figure 2-38. select the data that you want to add to the monitoring server.
Verify that all available application support is selected and click OK.

Select the application support to add to the TEMS ' x|

| Component

Select Al | Cancel |

Figure 2-38 Select the application support to add to the TEMS

34.Click Next on the Application support addition complete box.
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35.Configure the communication between any IBM Tivoli Monitoring component
and the hub monitoring server: Verify that Protocol 1 is selected and
configured as IP.PIPE, and click OK as shown in Figure 2-39.

Configuration Defaults for Connecting to a TEMS x|
— Primary TEMS Connection —I Optional Secondary TEMS Connection —
[~ Connection must pass thraugh firswall
[~ Address Translation Lzed
¥ Protocol 1; IIF'_F'IF'E "I ™ Frotocol 1 I VI
[ Protocol 2: I "I ™ Frotocol 2 I VI
[T Frotacal 3: I "I ™| Frotocol 3 I VI
ak. I Cahicel |
Figure 2-39 Configuration Defaults for Connecting to a TEMS
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36.After a while, the IBM Tivoli Monitor - InstallShield Wizard prompts a window
informing that services are being recycled, and the final completion screen
pops up as shown Figure 2-40. Click Finish to end IBM Tivoli Monitoring 6.1
component installation.

1BM Tivoli Monitoring - InstallShield Wizard

Tivoll. software InstallShield Wizard Complete
. S0TIWaEre

Setup iz complete. See the Tivoli inztallation documentation for information on completing
configuring your system.

< Back Finizh Cancel

Figure 2-40 InstallShield Wizard Complete

37.Two text files open: IBM Tivoli Monitoring Readme.txt and
Post_Install_Info.txt. The most important thing to note is the warning about
Java 2 v1.4.2, as shown in Example 2-1.

Example 2-1 Readme.txt

If you will be viewing the help for the TEP Server or TEP Client in
Internet Explorer, be sure to clear the "Use Java 2 v1.4.2 for <applet>
(requires restart)" checkbox under Tools->Internet Options->Advanced->
Java (IBM). Otherwise, you will not be able to enter Index or Search
text.
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38.Finally, the Manage Tivoli Enterprise Monitoring Services - TEMS Mode -

[Local Computer] opens as shown in Figure 2-41.

In this console, you can:

See the services status
Recycle the services
Reconfigure the services
Launch Tivoli Enterprise Portal

l-; Manage Tivoli Enterprise Monitoring Services - TEMS Mode - [Local Computer]

Actions  Options  Wiew ‘Windows  Help

=lol ]

Bslo| | & 2

TaskfSubSystem | Configu... | Status | Starbup | Account

Service/Application

Tivoli Enterprise Portal Browser

Tivoli Enterprise Portal Deskiop es MNIA NI
%B} Tivoli Enterprise Portal Server KFWSRY ‘es (TE... Started Auto LocalSystem
A 28 \Warehouse Summarization and Pruning &gent Primary Mo
3“"9 Warehouse Prosy Primary es (TE... Started  Auto LocalSystem
%O Tiwali Enkerprise Monitoring Server TEMS1 es Started  Auto LocalSystem

‘ersion

06.10.00.00  localhost
06,10,00.00  KCEDOMR

06.10.00.00
06, 10.00.00
06.10.00.00
06.10.00.00

Fort

[ 4

Figure 2-41 Manage Tivoli Enterprise Monitoring Services

Note: Warehouse Summarization and Pruning Agent is not configured. See

2.2.3, “Configuring Warehouse Summarization and Pruning Agent” on

page 81.

2.2.2 Launching Tivoli Enterprise Portal

To verify that the installation is running fine, use Tivoli Enterprise Portal Client,
which you can launch Tivoli as either a desktop or Web-based application.

Launching Tivoli Enterprise Portal from Internet Explorer

To launch Tivoli Enterprise Portal using a browser:
1. Click Start —» Programs — Internet Explorer.
2. Type http://kcbdOnr:1920/client/client
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3. Click Yes to accept the Warning - Security message as shown in Figure 2-42.

Warning - Security

Do wouwant to trust the signed applet distributed by "IBM Corporation™y

Publisher authenticity verified by "“WeriSian, Inc."

 The security certificate was issued by a company that is trusted.

The zecurity certificate has not expired and is still valid.

Caution: "IBM Corporation” asserts that this content is safe. You should only
acceptthis content if yau trust "IBM Corparation” to make that assertion.

Maore Details

| Yes || Mo || Always |

Figure 2-42 The security certificate message

4. For the Logon window (Figure 2-43) User Credentials, enter sysadmin for the
logon ID and leave the password blank. Click OK.

Note: We do not have to enter the password because we do not have
security enabled.

Rl
~Target System
Application narme: Tivali Erterprize Partal
Application server: kchdOnr

~lJser Credentials

Logon I0; Isysadmin
Pazsword: I

Cancel | Help |

|F'Iease enter user credentials

Figure 2-43 Logon window
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5. In the Security Alert window (Figure 2-44), click Always Accept to accept the
certificate.

Security Alert x|

{| centificats Details |

The certificate's signer is not trusted:

IEM Tiwoli Monitoring Self-5igmed Certificate
IEM Tiwvoli

IEM

us

Ee wvery careful when accepting certificates signed by untrusted certificate authorities.

Alvvays Accept | Accept | Reject |

Figure 2-44 Security Alert

We have two Internet Explorer windows: Welcome to IBM Tivoli Monitoring
and Tivoli Enterprise Portal. Because we have not configured and installed
any agent, you can only see the Enterprise Navigator with no agent running.

6. Click Exit to close the Welcome to IBM Tivoli Monitoring window, and select
File — Exit and Yes to close Tivoli Enterprise Portal. You can also close
Internet Explorer.
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Launching Tivoli Enterprise Portal Client desktop application
When we install Tivoli Enterprise Portal Client, it creates a menu item and a
desktop icon. We can launch Tivoli Enterprise Portal Client (Figure 2-45) by
launching its icon or using Start — Programs — IBM Tivoli Monitoring —
Tivoli Enterprise Portal.

% Enterprise Status - KCBDONR. - SYSADMIN _ |E||l|

File Edit “iew Help

¢ 2 | NHEICLS®AE | 200d SEQUEBCLEAEEL @ 0 @@
BEE Wiewr: IPhysicaI j m e @ Situation Evert &
@ & (% AN O ‘ [ 3y Ry 54 ‘ @ ‘Total Events: 0 ‘ Itern Filter: Enterprise

Statusl Situation Namel Display Iteml Sourcel Impactl LocaITimestampl Agel Openedl Typel

fg'g Physical I

al
E% Statusl Namel Display lterm | Origin Mode | Global Timestamp LocaITimestampl Nodel Typel
‘
= = ] z z =]
o
| |Q Huh Time: Fri, 1002872005 10:29 Al D Server Available Enterprize Status - KCBEDONR - SYSADMIN

Figure 2-45 Tivoli Enterprise Portal Client Desktop

Note: Before you run the client version, you need to install its application from
the IBM Tivoli Monitoring 6.1 image. In the browser version, we just need to
have network access and a Web browser such as Internet Explorer.
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2.2.3 Configuring Warehouse Summarization and Pruning Agent

The Warehouse Summarization and Pruning Agent moves data from the
monitoring agents and monitoring server to the Tivoli Data Warehouse database.
We have already installed the Warehouse Summarization and Pruning Agent.
Now, we need configure it:

1. Click Start — Programs — IBM Tivoli Monitoring — Management Tivoli
Enterprise Services.

2. Right-click Warehouse Summarization and Pruning Agent and click
Configure Using Defaults as shown in Figure 2-46.

|§ Manage Tivoli Enterprise Monitoring Services - TEMS Mode - [Local Computer] — |EI|£|

Ackions Options  View Windows Help

Binlo| & & 2

ServicelApplication | Task/SubSystem | Configured | Skatus | Starkup | Account | Deskiop | Hak St
Tivnli Enterprise Portal Browser Wes T {IE: MiA MiA
Tivoli Enterprise Portal Deskkop Ves {15 M U1 U1

%Eﬁl Tiwoli Enterprise Portal Server KFWSRY Wes (TEM3)  Started Auto LocalSystern Mo Mo
A arehouse Summar g i i
3’{“‘3 Warehouse Prosxy Start Yes (TEM3)  Started Auko LocalSystern Mo Mo
ﬂ‘o Tivoli Enterprise Mor Skap Wes Started Auto LocalSystern Mo Mo
Recyvele
Change Starkup..,
Change Starkup Parms., .
Set Defaults For All Agents. ..
Configure Using Defaults
Create INstance, ..
Recomfigure. ..
Advanced 3
Brawse Sethings. ..
About Services. ..
Caonfigute Java SEQ...
1 I Licensing 3 I _’I
Configure the service using defaolt values [ v

Figure 2-46 Warehouse Summarization and Pruning Agent configuration
3. Click Yes in the Would you like to configure this Summarization and Pruning
Agent window.

4. In the Source tab of Configure Summarization and Pruning Agent Java
application, you can leave the database settings as is.

5. Click the Defaults tab and select Apply settings to default tables for all
agents check box.
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6. Click the Scheduling tab, where you can specify how often and when the
agent runs. Leave it as is.

7. Click Work Days. Here you can differ the working hours and non-working
hours, and include vacation settings. Leave it as is.

8. Click the last tab, Additional Parameters, which you can use to configure
other database parameters. You can leave it as is.

9. Click Save and Close.

10.Now, start Warehouse Summarization and Pruning Agent. Right-click
Warehouse Summarization and Pruning Agent. Select Start (Figure 2-47).

Note: The left icon on the service side has changed to a @ green check
symbol, but the service is still stopped. When we start the service, this icon
will change to a blue st runner.

E Manage Tivoli Enterprise Monitoring Services - TEMS Mode - [Local Computer] - |EI|5|

Actions  Options  View  Windows  Help

Erlo] =] A 2

Service/Application I Task{SubSystem I Configured I Skatus I Starkup | Account | Desklop I Hok Sk
Tivoli Enterprise Portal Browser Yes (TS MjA MjA M
2 Tivali Enterprise Portal Desktop Yes Tf Hj A Hj A MiA
}(‘Eﬁl Tivoli Enterprise Portal Server KFWSRY Yes (TEM3)  Starked ko LocalSystern Mo Mo
@ B2 house Summarization and Pruning &gent  Primary o L TERMC SCEEEE Locs tem
%,ﬂ Warehouse Proxy Primary LocalSystem  Ro Mo
}(‘O Tivoli Enterprise Maonitaring Server TEMS1 Step Auko LocalSystern Mo N
Recycle
Change Startup...
Change Startup Parms. ..
Set Defaults For All Agents. ..
Canfigure sing Defaults
Create Instance, ..
Reconfigure. ..
Advanced »
Erowse Settings...
About Services..,
Canfigure Java &Ep...
1 I Licensing 3 _I _'I
Start service or application | b

Figure 2-47 Starting Warehouse Summarization and Pruning Agent

This completes Warehouse Summarization and Pruning configuration. Next, we
configure what components log data to Tivoli Data Warehouse.
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2.2.4 Installing IBM Tivoli Monitoring Agents
Follow these steps to install IBM Tivoli Monitoring 6.1:
1. Log on to the system with the Administrator account.

2. Access the IBM Tivoli Monitoring 6.1 installation image. In our case, it was
under C:\ITM61_image\itm61_image.

3. Open the Windows folder and launch setup.exe. This launches the IBM
Tivoli Monitoring - InstallShield Wizard.

4. In the Welcome window (Figure 2-48), select Modify and click Next.

1BM Tivoli Monitoring - InstallShield Wizard

X

Welcome

Modify, repair, or remove the program.

cnfhnara ‘welcome ta the |BM Tivol Monitoring Setup Maintenance program. This program lets you modify
voli. software the current installation. Click one of the options below.

i+ Madify
' @ Select new program features to add ar select currently installed features to remave.
i Bemove
1 @ Remove all installed features.
5 ‘ :

< Back

Cancel

Figure 2-48 Welcome - Modify, repair, or remove program
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5. Click OK in the information window shown in Figure 2-49.

1BM Tivoli Monitoring - Installshield Wizard x|

@ On the proceeding panel, ikems wou have already installed are pre-selected,
Selecting a new ikem adds that item,

Deselecting an item uninstalls that ikem,

Figure 2-49 Information window

6. Expand Tivoli Enterprise Monitoring Agents and check Monitoring Agent

for Windows OS as shown in Figure 2-50.

Attention: Do not deselect anything that we installed so far. Deselecting any

item uninstalls it.

1BM Tivoli Monitoring - InstallShield Wizard

Add or Remove Features

Tivoll. softwa Select a feature to install, uncheck a feature to uninstall it,
e S ]

—Description——————

El ] Tivali Enterprize Monitoring Agents
Tiwali Enterprize Maritaring Agent Framewark, Latest Application
[]Universal &gent Drivver NT52341D
VE10 size 000094272

‘wiarehouze Proxy .
builk 2005410721
Monitaring &gent for Windows 05 1 5!33

Summarzation and Pruning Agent
Tivoli Enterprize Monitaring Sermver
ivoli Enterprize Portal Server

ivoli Enterprise Portal Desktop Client
= ]IEM Eclipse Help Server

----- []IBM Eclipse Help Server

2.02 MB of space required on the C drive
B8693.99 MB af space available on the C drive

< Back Cancel

Figure 2-50 Selecting Monitoring Agent for Windows OS
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7. Because Tivoli Enterprise Monitoring Server is installed on that computer, this
next step (Figure 2-51) is to deploy. Leave Universal Agent and Monitoring
Agent for Windows OS selected and click Next.

1BM Tivoli Monitoring - InstallShield Wizard ! |
Agent Deplopment

Tivoli. software Select the agents to configure far remaote deployment.
—Description——————

Agent can be
Deployed to a remate
location automatically
by ITHET.

186,21 MB of space required on the C drive

B3693.14 MB of space available on the C drive

< Back et > Cancel

Figure 2-51 Selecting the Agents to deploy

8. Select Next in Start Copying Files.
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9. Under Setup Type, we select only Configure agents default connect to
Tivoli Enterprise Monitoring Server. Click Next as shown in Figure 2-52.

IBM Tivoli Monitoring - InstallShield Wizard |

Setup Type
Select the zetup type that best suits your needs.

Tivoll. software In the following screens pou will be prompted For the information required to configure the fallowing
voll. software itemz. Uncheck the box to delay configuration until after installation is complete. Some
configurations iters are mandaton [preceded by an #] and cannot be unchecked.

[~ Configure Tivali Enterprise Portal.
[~ Configure Tivali Enterprise Maonitaring Server

v Configure agents default connection to Tivali Enterprize Monitaring Server

u Launch Manage Tivoli Monitoring Services for additional configuration options and to start
Tivol Monitoring services

< Back Cancel

Figure 2-52 Configure agents’ default connection to TEMS

10.Click OK to accept the TEMS connections configuration and click OK to
accept Configuration Defaults for Connecting to a TEMS.

11.Click Finish to complete the InstallShield Wizard Complete and Finish to
complete Maintenance Complete.

Having finished Tivoli Monitoring Agent installation, we start Manage Tivoli
Enterprise Monitoring Services to see its service status. Click Start —
Programs — IBM Tivoli Monitoring Manage — Tivoli Monitoring Services.
As shown in Figure 2-53 on page 87, Monitoring Agent for Windows is installed
and started.
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k: Manage Tivoli Enterprise Monitoring Services - TEMS Mode - [Local Computer]

Actions  Options  Yiew Windows Help

=10l

Sl 5| & 2

ServicejApplication | TaskjsubSystem | Configured | Skatus | Starkup | Account | Desktop | Hak Skdbr | Wer
Tiwnli Enterprise Portal Browser Ves {IE:S {IE:S M M 06,
13 Tivoli Enterprise Portal Deskkop Wes {1 {1 MiA MiA 06,
:_,}{‘E) Tivoli Enterprise Portal Server KFW3RY ¥es (TEMS)  Started Auto LocalTystem Mo Mo 06,
a‘!ﬂ Wiarehouse Summarization and Pru...  Primary Wes (TEM3)  Started Auto LocalSystem Mo 06,

P fronitoring Agent For Prirnary ‘es (TEMS)  Started ] 0
a‘!ﬂ Wi arehouse Prosey Primary Wes (TEM3)  Started Auto LocalSystern Mo Mo 06,
%O Tivoli Enterprise Monitoring Server TEMS1 Ves Started Auto LocalTystem Mo Mo 0G,
1 I i

| 4

Figure 2-53 Monitoring Agent for Windows OS status
We can also launch (2.2.2, “Launching Tivoli Enterprise Portal” on page 77)

Tivoli Enterprise Portal Client to see this Windows OS agent installed. You can
navigate through the workspace to see that monitoring is already working.
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Medium and large
environment installation

installation

In this chapter, we discuss detailed steps and best practices to implement IBM
Tivoli Monitoring 6.1 using two different scenarios: Windows TEMS and UNIX
TEMS. We offer best practices guidelines in terms of machine sizing and
configurations.

This chapter discusses the following topics:

» Lab environment

» Installing IBM Tivoli Monitoring 6.1

» Uninstalling IBM Tivoli Monitoring 6.1
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3.1 Lab environment

90

The following section describes the software and hardware components used
during the implementation of IBM Tivoli Monitoring 6.1 in our lab environment. It
also outlines the architecture used to build that environment.

To simulate real-time environments as much as possible, we set up two different
scenarios: Windows-based TEMS and UNIX-based TEMS.

» 3.2.5, “Installing and configuring the scenario 1 environment” on page 102
covers a typical IBM Tivoli Monitoring 6.1 implementation with two Windows
TEMS servers with second server used for Hot Standby.

» 3.2.16, “Installing and configuring the scenario 2 environment” on page 203
discusses an implementation with two UNIX TEMS servers, with a second
server again used for Hot Standby.

Apart from the TEMS servers, all IBM Tivoli Monitoring 6.1 components remain
the same in both scenarios. You can use one of these scenarios depending on
the TEMS platform of your choice.

If you install your TEMS server on one platform (such as Windows), then decide
to migrate it to another platform (such as UNIX), you can follow the instructions
given in 3.2.17, “Replacing a Hub TEMS server with a new one” on page 210.

Notes:

» Both of these configurations can be achieved with one TEMS server
instead of two, if you do not plan to use the Hot Standby functionality. For
fault tolerance reasons, we recommend that you use the Hot Standby
function.

» Itis also possible to use one Windows and one UNIX TEMS server, as Hot
Standby functionality also works between Windows and UNIX servers. We
tested this scenario successfully for this book.
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3.1.1 Hardware and software configuration

Table 3-1 shows the hardware and software configuration of our lab environment.

Table 3-1 Lab hardware and software configuration

Server oS CPU Memory | Hard Main Specific
disk components applications
amsterdam W2K/SP4 P4 3Ghz 514 MB | 32GB TEMA
berlin W2K/SP4 P4 3Ghz 2GB 32 GB TEPS DB2 8.2
cairo W2K3 Xeon® 3Ghz 3.5GB 32 GB Hub TEMS
copenhagen | W2K/SP4 P4 1.8Ghz 1GB 37 GB Remote TEMS
as20 AS/400® E Series G170 | 512MB | 68 GB TEMA
izmir W2K/SP4 P4 1.8Ghz 260 MB | 22 GB WPA & SPA DB28.2
lizbon W2K/SP4 P4 1.8Ghz 391 MB | 27 GB TEMA
london W2K/SP4 P4 3Ghz 512MB | 74 GB TEP
dakar W2K/SP4 P4 1.8Ghz 260MB | 27.9GB | TEMA Exchange
Server 2000
istanbul AIX5.3.0 F80 RS6K 1GB 24 GB Event TEC
synchronization
madrid AIX 5.3.0 F80 RS6K 1GB 36 GB Event
synchronization
milan AIX 5.3.0 F80 RS6K 2GB 222 GB Event
synchronization
ankara RHEL4U1 P3 900Mhz 1 GB 37 GB TEMA
edinburg RHEL4U1 P4 1.8Ghz 512MB | 40 GB Remote TEMS
oslo SLES9 P4 1.8Gz 1GB 40 GB TEMA
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3.1.2 Lab architecture

The following sections describe the architecture on the two different scenarios.

Lab architecture of scenario 1

Figure 3-1 shows the first scenario with two Windows Hub TEMS servers and
two Remote TEMS servers, one UNIX server, and one Windows server™,

Berlin

Istarbul
V\'-gq‘dg , V\2K/SP4 AX530
TVF 4.11/TM5.1.2FP8/

Deskiop Cliert

Oslo

= 8§ EEE

Figure 3-1 Lab architecture or a large-scale enterprise, scenario 1
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Note: For simplicity, the Hot Standby node is not shown in the topology
diagram. In a large installation, it is strongly recommended that you implement
the Hot Standby node.

Lab architecture scenario 2

Figure 3-2 shows the second scenario with two AIX Hub TEMS servers and the
same configuration for the rest of the components as scenario 1.

Berlin Istanbul

V\% V\2K/SP4 AX530
TVF 4.11/TV5.1.2FP8/
(TEP) TEC39TOV423DVB7

Deskiop Client
HTTPBrovser | [l

As20 Lizbon
AS/400 W2KISP4
(TEVA) (TEVA

Figure 3-2 Lab architecture for a large-scale enterprise, scenario 2
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This architecture is scalable and can be extended to contain more than 4000
agents. Refer to 1.2.4, “Huge installation (greater than 4000 agents)” on page 16
for more details about extending this architecture to handle more than 4000
agents.

To build the second scenario and reconfigure cairo as a Remote TEMS, we
performed the steps described in 3.2.17, “Replacing a Hub TEMS server with a
new one” on page 210.

3.2 Installing IBM Tivoli Monitoring 6.1

This section describes step-by-step the installation process of the different IBM
Tivoli Monitoring 6.1 components, showing examples for both GUI and command
line interface (CLI) installation.

Table 3-2 provides an overview of the steps required to fully install and deploy an
IBM Tivoli Monitoring 6.1 environment.

Table 3-2 Installation steps

Steps

References

Planning the installation

“Planning the installation” on page 95

Install the Tivoli Enterprise Monitoring
Server

“Installing and configuring a Hub TEMS on
a Windows server” on page 102 and
“Installing a Hub TEMS on a UNIX server”
on page 203

Install the Tivoli Enterprise Remote
Monitoring Server

“Installing a Remote TEMS on a Windows
and UNIX server” on page 116

Install the Tivoli Enterprise Portal Server

“Tivoli Enterprise Portal Server- TEPS” on
page 121

Install Tivoli Management Agent

“Tivoli Enterprise Monitoring Agent” on
page 129

Install the portal desktop client on any
system where you want to use it

“Tivoli Enterprise Portal (TEP)” on
page 160

Install Warehouse Proxy

“Installing the Warehouse Proxy agent” on
page 166

Install TEC event synchronization

“Event synchronization installation” on
page 181
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3.2.1 Planning the installation

This section outlines the information that you need to have ready before starting
the installation.

We discuss the following topics:

Expertise required

Naming the monitoring server

Creating an IBM Tivoli account on UNIX servers
Import the images

Host name for TCP/IP network services

Use of fully qualified path names

File descriptor (maxfiles) limit

Hardware and software prerequisites

vyVVyVYyVYVYYVYYvYYyY

Expertise required

Installing IBM Tivoli Monitoring 6.1 requires expertise in several areas. In this
section, we describe some of the general expertise required to perform the tasks
listed above. We take each phase of the installation down to the operating
system level. In most cases, it is not necessary for one person to have all of the
expertise, but if the person designated as the Tivoli administrator possesses
some knowledge of these different products, it will be easier to deploy and
maintain the product.

It is not unusual to have different people with expertise in these technologies
working together. The workload of the Tivoli administrator will be significantly
more than the workload of, for example, the DB2 administrator in most cases.

Database administrator

The database administrator (DBA) must possess an understanding of how
databases work. A DBA, if there is one in the organization, needs to know how to
perform most of the work to be done with the chosen database. A thorough
knowledge of the RDBMS is not needed in most instances, but will greatly
enhance the IBM Tivoli Monitoring 6.1 experience.

Operating systems administrator

The UNIX administrator should have advanced knowledge of how to administer a
UNIX server. The UNIX administrator will be called on at times to upgrade the
operating system software and any other software that is resident on the server.
The UNIX administrator must also be able to add and delete users and be able to
change permissions on directories. There is also a need to do some debugging
at the operating system level and know about TCP/IP, networks, Domain Name
System (DNS), host files, file systems, cron jobs, ports, adding additional space
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for growing processes, and any other assignments that a UNIX administrator
would do in the normal course of business.

The Microsoft® Windows administrator should have the advanced knowledge of
administering Microsoft Windows computers, both server classes, such as
Microsoft Windows 2000 Servers or Microsoft Windows 2003 Servers, and
workstation classes such as Microsoft Windows XP. This administrator will be
called on to keep the operating system software updated and secure, and must
be able to give certain security rights to the Tivoli administrator that will enable
the software to operate normally.

3.2.2 Define the architecture

Chapter 1, “Architecture and planning” on page 1 gives a complete and detailed
description of the best practices to define an architecture that fits into your
organization. We set up our lab architecture based on those best practices. The
two scenarios resulting from those suggestions are described in Figure 3-1 on
page 92 and Figure 3-2 on page 93.

Note: Although IBM Tivoli Monitoring 6.1 can be set up using two hubs with
different platforms (Windows and UNIX, for example), if you are planning to
implement the Hot Standby feature, it is advisable (but not mandatory) to have
them on the same platform.

3.2.3 Creating a deployment plan

96

A deployment plan is essential for creating and installing an IBM Tivoli Monitoring
6.1 environment. The basic considerations for creating a deployment plan for a
Tivoli environment are provided in Version 6.1.0 of IBM Tivoli Monitoring
Installation and Setup Guide, GC32-9407.

You must gather at least the following information before installing any software:
» Base hardware and software requirements for IBM Tivoli Monitoring 6.1.

— Whether the computer systems in your distributed network can support
this new software, or these systems can be upgraded to meet your
business needs, or whether new systems need to be obtained.

— Which IBM Tivoli Monitoring 6.1 components to install on which computer
systems in your distributed network to support your business needs and
whether they have additional third-party software requirements. This
information is provided in 1.1.1, “Platform support matrix for IBM Tivoli
Monitoring 6.1” on page 7.
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For each system where you plan to install components of IBM Tivoli
Monitoring 6.1, gather the following information:

Name of the monitoring server you are installing or that the agent will
connect to

Operating system
Available memory and available disk space

Host name of the system where the product (a monitoring server or one
instance of an agent) will execute.

Whether the monitoring server being installed will be configured as a hub
or remote monitoring server

Hub host name
Port number

Naming the monitoring server

In general, the names should be short but meaningful within the environment.
Use the following mandatory guidelines when selecting the names of monitoring
servers:

>

>

>

Each name must be unique. One name cannot match another monitoring
server name for its entire length.

Each name must begin with an alpha character. No blanks or special
characters (.$#@.) can be used.

Each name must be between two and 32 characters in length.

Management server naming is case-sensitive on all platforms.

Table 3-3 and Table 3-4 on page 98 describe the various TEMS configuration on
our two environments.

Table 3-3 Scenario 1 lab TEMS description

Monitoring server Host name Architecture Description
HUB_HELSINKI helsinki W2K3 TEMS Hub
HUB_CAIRO cairo W2K3 TEMS Hub
REMOTE_COPENHAGEN copenhagen W2K TEMS Remote
REMOTE_EDINBURG edinburg Redhat 4 TEMS Remote
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Table 3-4 Scenario 2 lab TEMS description

Monitoring server Host name Architecture Description
HUB_MADRID madrid AIX F80 Hub TEMS
HUB_MILAN milan AIX F80 Hub TEMS
REMOTE_CAIRO CAIRO W2K3 Remote TEMS
REMOTE_COPENHAGEN copenhagen W2K TEMS Remote
REMOTE_EDINBURG edinburg Redhat 4 TEMS Remote

Creating an IBM Tivoli account on UNIX servers

We created an IBM Tivoli account for installing and maintaining the installation
directory. For best performance, follow these guidelines:

» You can use any valid name. You can install the IBM Tivoli Monitoring

software as the root user on UNIX, but you do not have to. If you do not install
IBM Tivoli Monitoring 6.1 as root, you must use the following procedure to
create the user and correctly set the permission. We created a user called
itmuser in itmusers group. IBM recommends using the Korn shell for your IBM
Tivoli account; however, you can use any shell that is shipped with the UNIX
operating system.

a. Create the itmusers group using the following procedures.
For Linux, Solaris, and HP-UX computers, run the following command:
groupadd itmusers
For an AIX computer, run the following command:
mkgroup itmusers

b. Create the itmuser user belonging to itmusers group; itmusers will be the
primary itmuser group.

For AlX, Solaris and Linux computers run the following command to create
the ifmuser account:

useradd -g itmusers -s /usr/bin/ksh itmuser
The same user should install all components.

If you are using NFS or a local file system, you should establish your
installation directory according to the guidelines used in your environment.

Note: IBM Tivoli products do not support third-party vendor shells such as

BASH and TCSH.
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When the user is properly created, use the following procedure to set the
permissions:

a. Set the CANDLEHOME directory. You must use the itmuser user profile.
export CANDLEHOME=/opt/IBM/ITM

b. Run the following command to ensure that the CANDLEHOME
environment variable correctly identifies IBM Tivoli Monitoring installation
directory:

echo $CANDLEHOME (default is /opt/IBM/ITM)

Attention: Running the following steps in the wrong directory can change
the permissions on every file in every file system on the computer.

c. Change to the directory returned by the previous step:
cd $CANDLEHOME

d. Run the following command to ensure that you are in the correct directory:
pwd

e. Run the following commands:

chgrp itmusers .
chgrp -R itmusers .
chmod o-rwx .

chmod -R o-rwx .

Important: If you did this operation after the agent installation, run the
following command to change the ownership of additional agent files:

bin/SetPerm

Select All of the above to set the proper permission on all installed agents.
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Import the images

Import the IBM Tivoli Monitoring 6.1 images to the server where you will perform
the installation.

You can create a separate file system where you will download the images and
install IBM Tivoli Monitoring 6.1. To install on a Windows system, create a drive
distinct from the C: drive (or whatever drive the operating system resides on).

Host name for TCP/IP network services

TCP/IP network services such as NIS, DNS, and the /etc/hosts file should be
configured to return the fully qualified host name (hostname.ibm.com, for
example). Define the fully qualified host name after the dotted decimal host
address value and before the short host name in the /etc/hosts.

Execute the following command line from the TEMS:

nslookup hostname

In this example, hostname is host name of the servers in the IBM Tivoli Monitoring
6.1 environment (for example, the second Hub TEMS, the Remote TEMS, the
TEPS, and so on.). After the command is performed successfully on those
servers, proceed with the reverse lookup executing the following command:

nslookup -querytype=PTR

At the prompt, enter the IP address of the previously tested server. Fix any
inconsistencies by contacting your System or Network Administrator before
proceeding to the next steps.

Use of fully qualified path names

Because of the wide variety of UNIX operating systems and possible user
environments, use fully qualified path names when entering a directory during
the installation process (no pattern-matching characters). IBM scripts use the
Korn shell—when a new process or shell is invoked, use of symbolic links,
environmental variables, or aliases can potentially cause unexpected results.

File descriptor (maxfiles) limit

The monitoring server requires a minimum of 256 file descriptors (maxfiles) for
the operating system. For the monitoring server to function properly, we set the
maximum file descriptor (MAX_FILES parameter of the configurable kernel
parameter) to 256.
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To determine the number of per-process file descriptors (maxfiles), run one of the
following commands:

» sysdef | grep maxfiles
» ulimit -a

For AIX computers, run the following command:
ulimit -d

The -d option specifies the size of the data area in kilobytes. If the settings
returned are less than 256 MB, increase the maxfiles limit to 256 MB.

If 256 MB is not sufficient (for example, as evidenced by the malloc failures in the
monitoring server log file), contact IBM Software Support regarding a memory
upgrade patch. This patch enables you to use multiple user segments of 256 MB.
This patch must be applied to the KDSMAIN module at every product or
maintenance installation.

Hardware and software prerequisites

All information regarding software and hardware prerequisites can be found in
the IBM Tivoli Monitoring Installation and Setup Guide, GC32-9407. Read this
document carefully to check whether your environment complies with the IBM
Monitoring 6.1 prerequisites.

3.2.4 Backup strategies

This section describes several of the backup strategies that should be deployed
when using IBM Tivoli Monitoring 6.1. Without a good backup strategy, the
enterprise can be vulnerable to outages of indeterminate lengths of time.

Tivoli backups

If the IBM Tivoli Monitoring 6.1 is being installed in an existing Tivoli server, we
suggest that you back up the Tivoli database just in case, even though IBM Tivoli
Monitoring 6.1 does not update the Tivoli Framework database. There are two
ways to back up the Tivoli server and managed nodes. The wbkupdb command is
available to back up the pertinent files in the $DBDIR directory. This does not
back up custom scripts or anything outside of $DBDIR, but it is sufficient to
restore a Tivoli server to running state if there is corruption in the database.

System-level backups

The other method is to do a system-level backup, or back up everything under
the ../Tivoli directory. This captures all scripts that were built for tasks and other
custom scripts in that environment.
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If you are installing IBM Tivoli Monitoring 6.1 in a TMR, make sure that you have
a “clean” system before backing up. Use the wchkdb command with the
appropriate parameters:

-ux For interconnected Tivoli regions
-u For all managed nodes
-ut For just the Tivoli server

A “clean” wchkdb command result allows for better backup and restore
capabilities.

One of the steps that is almost always forgotten is to check the backups for
validity. Too often there are backups that are not validated, and they might not be
good candidates when needed for restore purposes. A good plan is to have a
machine that you can use to restore the backup, then use a set of tests to make
sure that the backup is valid. If it is not, debug the problem to make sure that you
can back up successfully. One debugging tip is to back up individual managed
nodes and not the whole Tivoli region at a time. If there is a failure, you can see
which managed node has the failure and further debug just that node.

3.2.5 Installing and configuring the scenario 1 environment

102

This section describes the different IBM Tivoli Monitoring 6.1 components’
installation and configuration on an Windows Hub TEMS environment.

Installing and configuring a Hub TEMS on a Windows server

The following sections provide detailed information about installing a Hub TEMS
on a Windows server and performing the initial configuration.

Use the following steps to install the hub monitoring server on a Windows
computer:

1. Launch the installation wizard by double-clicking the setup.exe file on the
installation media.

2. Click Next on the welcome window.

Note: If you are running Windows 2003 or Windows XP and have security set
to check the software publisher of applications, you might receive an error
stating that the setup.exe file is from an unknown publisher. Click Run to
disregard this error message and continue.
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3. Click Accept to accept the license agreement, as shown in Figure 3-3.

Fleaze read the accompanying license agreement carefully before using
the Program. By selecting "Accept' below or using the Program, you agree
to acceptthe terms of this agreement. If vou select"Decline, installation
will not be completed and you will not be able to uze the Program.

International License Agreement for Early Releaze of Programs

Fart 1- General Terms

B DOWNLOADING, INSTALLING, COPYING, ACCESSING, OR USING THE PROGRANK

OU AGREE TO THE TERMS OF THIS AGREEMENT. IF YOU ARE ACCEFTING THESE
TERWS ON BEHALF OF ANOTHER FERSON OR A COMPANY OR OTHER LEGAL
ENTITY, w¥OU REFRESENT AND WARRANT THAT vOU HAVE FULL AUTHORITY TO
BIND THAT FERSON, COMPANY, OR LEGAL ENTITY TO THESE TERMS. IF YOU DO
NOT AGREE TO THESE TERMS,

DO HOT DOWHLOAD, INSTALL, COPY, ACCESS, OR USE THE PROGRAN; AND

FROMFTLY RETURN THE PROGRAM TO THE PARTY FROM WHONM vOU ACQUIRED
IT. IF YOU DOWNLOADED THE FROGRAM, CONTACT THE PARTY FROM WrHOM vOL

Figure 3-3 License agreement windows
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4. Choose the directory where you want to install the product. The default
directory is CAIBMAITM. You are strongly recommended to install IBM Tivoli
Monitoring 6.1 in a different drive from one that holds the operating system.
Click Next. Figure 3-4 shows the windows with the installation directory.

Choose Destination Location
Select folder where setup will install files,

. . Setup will inztall Tivoli products inta the directory listed below. To install into this directory, click
Tivoli. software Mext. To change directories, click Browse and choose anaother directory. |EM/Tivoli does not
support long filenames for this installation. Each directory and subdirectory must be eight or less
characters with no embedded blanks or special characters. You can exit Setup by clicking Cancel.

Destination Folder
’7E:\IBM\ITM Browse...

< Back

Cancel

Figure 3-4 Installation windows

5. The next window asks you to type a 32-bit encryption key. You can use the
default key.

Notes:

» This encryption key is used to established a secure connection (using
SSL protocol) between the Hub TEMS and the other components of the
IBM Tivoli Monitoring 6.1 environment as the Remote TEMS connected
to the hub. Do not use any of the following characters in your key:

» Ensure that you document the value you use for the key. Use this key

during the installation of any components that communicate with this
monitoring server.
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6. Click Next, then OK to confirm the encryption key.

7. Select the components that you want to install. Figure 3-5 shows the
components we selected for our installation. Click Next.

Select Features

Select the features setup will install,

Tivoli. software Select the features you want to install, and deselect the features you do not want to install
. S e

E| Tivoli Enterprize Monitoring Server ;I Description———————
Tivoli Enterprize Monitoring Server
nux 05 Support

i5/05 Support

UM 05 Support

Tivali Enterprise
Monitoring Server

[ UNIX Logs Support

ummarization and Pruning Agent Support
= M Tivali Monitaring 5.x Endpoint Support
-] Tiveli Enterprise Portal Server

-] Tiveli Enterprise Portal Desktop Client
[#-[]IBM Eclipse Help Server

101.26 MB of space required on the C drive
35765.26 ME of space available on the C drive

L]

< Back

Cancel

Figure 3-5 List of selected components to be installed
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8. If you want to perform remote deployment of agent software, select the agents
that you want to deploy (Figure 3-6). This step creates and populates the
deployment depot, from which you can deploy agents at a later time.

Agent Deployment
Tivoli. software Select the agents to configure for remate deployment.
iversal Agent ~ Descriptio
nitoring Agent for 'y Agent can be
Deployed to a remate
location automatically
by ITME.1.
186.63 MB of space required on the C drive
35710.28 ME of space available on the C drive
< Back | Mext > | % Cancel

Figure 3-6 Agent list for remote deployment

9. Click Next.

Note: By default, the depot is located in the <itm_installdir>/CMS/depot
directory on Windows and <itm_installdir>/tables/<ms_name>/depot
directory on Linux and UNIX. If you want to use a different directory,
change the DEPOTHOME value in the kbb.env file.
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10.Select a program folder as outlined in Figure 3-7 and click Next. The default
program folder name is IBM Tivoli Monitoring.

Select Program Folder

Fleaze select a program folder.

R TR Setup will add program icons ta the Program Folder listed below. “You may type a new folder name,
Tivoll. software or gelect one from the existing folders list. Click Mest to continue.

dministraie Tools
IBM Javaweb Start v1.4.2

Symantec Client Security

< Back , I Next> , | Cancel

Figure 3-7 Program Folder for the IBM Tivoli Monitoring 6.1 installation
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11.Review the installation summary details. This summary identifies what you

are installing and where you have chosen to install. Click Next to begin the
installation of components (Figure 3-8).

Start Copying Files

Fieview settings before copying files.

Tivoll software Setup has enough information to start copying the pragram files. If pou want to review or change
Voll. software any zettings, click Back. If you are satisfied with the settings, click Mext to begin copying files.
Current Settings:

Install inta Directory: C:ABMA TR
Add Program Folder: IEM Tivoli Monitaring

Available Digk Space: 35710 MB
Fequired Dizk Space: 101 ME
Deploy Required Digk Space: 186 ME

Install the following features:

Tivali Enterprize Monitoring Agents:
Tivali Enterprize Monitaring Agent Framework
Monitaring Agent for ‘Windows 05

Tivali Enterprize Monitaring Server:
Tivoli Enterprize Monitoring Server
Linux 05 Support

i5/05 Support -
K| 3

< Back

Cancel

Figure 3-8 Installation summary details
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12. After the components are installed, a configuration window (Figure 3-9) is
displayed with the list of components that can be configured. Select those you
want to configure and click Next. We selected all three components.

Setup Type
Select the zetup type that best suits your needs.

In the following screens pou will be prompted for the information required to configure the following
items. Uncheck the box to delay configuration until after installation iz complete. Some
configurations items are mandatory [preceded by an *] and cannot be unchecked.

Tivoll. software

¥ #Configure Tivoli Enterprize Monitaring S erver

¥ Configure agents default connection ta Tivoli Enterprise Monitoring Server

v Launch Manage Tivoli Monitaring Services for additional configuration options and to start
Tivali Monitoring services

< Back Mest » Cancel

Figure 3-9 List of components that will be configured
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13.Figure 3-10 shows the different options of monitoring the type of server that

can be selected. Select Hub.

Tivoli Enterprise Monitoring Server Configuration

— TEMS Type

I™ Configuration Suditing W 3
* Hub . X
- I Security: Validate Lser Disable workflow Palicp/Tivali
Femote I Address Translation Emitter Agent Event Forwarding
TEMS [HUE_CAIRD
— Protocol for this TEMS —————————————————— Configure Haot Standby TEMS

IV Pratocol 1: ||p_p|pE vl I~ Frotoes!1: I vl
¥ Protocol 2: IIP_UDP 'l | Fratacal2: I VI
™ Protocol 3 I 'l | Fratacal 2 I VI

()8 I Cancel |

Figure 3-10 Monitoring server configuration window

14.Verify that the name of this monitoring server is correct in the TEMS field. If it

is not, change it. The default name is hub_hostname. We chose HUB_CAIRO
as our TEMS name.

15.Identify the communications protocol for the monitoring server. Your choices

are: IPUDP, IPPIPE, IP.SPIPE, or SNA. You can specify three methods for
communication, enabling you to set up backup communication methods. If the
method you’ve identified as Protocol 1 fails, Protocol 2 is used. We selected
IP.PIPE as our primary protocol and IP.UDP as secondary one.

Note: IP.PIPE protocol uses TCP, thus, permanent connection is
established between the TEMS and the remote servers. This could have
an impact on the server performance, because of the number of RPCs that
it needs to handle. If using UDP will not cause security breaches in your
environment, we recommend that you set up the first protocol as IP.UDP;
otherwise use IP.PIPE.

If a firewall is between your TEMS and your agents, you cannot use IP.UDP.

Table 3-5 on page 111 describes the communication protocols that can be
used. This information is valid for all components in the IBM Tivoli Monitoring
6.1 environment. We outline only Hub and Remote TEMS in this table.
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Table 3-5 Communications protocol descriptions

Field

Description

IP.UDP settings: primary Hub TEMSIP.UDP settings: primary Hub TEMS

Hostname or IP address

The host name or IP address for the hub monitoring
server.

Port # and/or Port Pools

The listening port for the hub monitoring server.

IP.PIPE settings: primary Hub TEMS

Host name or IP Address

The host name or IP address for the hub monitoring
server.

Port Number

The listening port for the monitoring server. The default
value is 1918.

IP.SPI

PE settings: primary Hub TEMS

Host name or IP Address

The host name or IP address for the hub monitoring
server.

Port Number

The listening port for the monitoring server. The default
value is 3660.

ESNA settings: remote TEMS

Local LU Alias

The LU alias

TP Name

The transaction program name for this monitoring
server.

SNA settings: primary Hub TEMS

Network Name

The SNA network identifier for your location.

LU Name

The LU name for the monitoring server. This LU name
corresponds to the Local LU Alias in your SNA
communications software.

LU 6.2 LOGMODE

The name of the LU6.2 LOGMODE. The default value is
.CANCTDCS.

TP Name

The transaction program name for the monitoring
server.

16.If you want to forward situation events to IBM Tivoli Enterprise Console, select
TEC Event Integration Facility.
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We did not select the Configure Hot Standby TEMS option, because we will
set it up when all TEMS are installed and properly configured. Neither did we
select Disable Workflow Policy/TivoliEmitter Agent Event Forwarding. We

suggest you do the same.
Click OK.

17.The next window displays the options to configure the hub server name or IP
address and communication port the communication protocol will use.
Compilete the fields as shown in Figure 3-11.

Hub TEMS Configuration

~|P.UDP Settings: Hub

Hostrname or
IP Address

Fart # and/or
Fort Pools I‘I Sk j

—|P.PIPE Settings: Hub

Hostrname or
Paddiess  |S4IRO

Part number I‘I 918

IE.SFIFE Settings: Hub

Huastname or
Paddiess 24RO

Fart number |3BBD

AT Settings |

= Shs Settings: Hub

I efwark Hame I

LI e I

WG ZLOGMEDE  |CANETOES

T Nare |sHASOCKETS =l
Entry Dption
’7 " Usecaseastyped % Convert to upper case

()8 I Cancel

Figure 3-11 Host and communication protocol configuration window

18.1f you are certain that you have typed in the values for all of these fields with
exactly the correct cases (upper and lower cases), you can select Use case
as typed. However, because IBM Tivoli Monitoring is case-sensitive, consider
selecting Convert to upper case to reduce the chance of user error. Click

OK to continue.

The next configuration step is to add application support to the monitoring
server, such as the workspaces and situations for agents.

19. After the configuration is complete you are prompted to seed the TEMS.
Specify the location of the monitoring server. You have two options:

a. On this computer
b. On a different computer

Chose the first option and click OK.
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20.Because the monitoring server is not currently running, it will start
automatically before the process begins. Click OK when you see Figure 3-12.

Manage Tivoli Enterprise Monitoring Servi ll

i The Tivoli Enterprise Monitoring Server is currently nok running.
It will be started now so that the seed data operation can be performed.

Figure 3-12 Monitoring server start confirmation windows

21.Select the data that you want to add to the monitoring server. By default, all
available application support is selected. You are strongly recommended to
leave all components selected so that they can be seeded. Click OK.

Note: Seeding adds product-specific data from the monitored resources to the
monitoring server. For Windows, you can seed the monitoring server both
during install and through Manage Tivoli Monitoring Services.

During this process, fields are created in the TEMS database (a flat file/Btrieve
database, not the relational database installed for the TEPS) for the agents
you have chosen. This enables the TEMS to work with the data from these
agents. The same goes for the TEPS, except here of course the necessary
tables are created in the relational database of choice.

If the seed data is for an agent that reports to a remote monitoring server,
complete this process for both the hub and the remote monitoring server. A
hub monitoring server should be running before proceeding with a remote
monitoring server seed.

Select the application support to add to the TEMS ﬂ

pport

Select Al | Cancel |

Figure 3-13 Application support to be added to TEMS
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22.Verify that each application support added for the components has a return
code (rc) equal to 0, as shown in Figure 3-14. Click Next.

Application support addition complete ﬂ

Addition of application support for component: ka2
completed with rc; 0

D:MEMATMYCMS bagllibhkaZ.sgl

Output from the operation wags written to log file:
[:MIBMATMACM S ogsheeedkaZ log

Addition of application support for component: kad
completed with rc; 0

D:MEMATMYCMS agllibhkad. sgl

Output from the operation wags written to log file:
[:MIBMATMACM S ogsheeedkad. log

Addition of application support for component: klz
completed with rc; 0

D:MEBMATMYCMS Sagllibklz. sql

Output from the operation wags written to log file:

[:MIBMMTMACM S ogsheeedklz log _ILI
4 I I 3

Figure 3-14 Application addition support window

The next configuration step (Figure 3-15 on page 115) configures the default
communication between any IBM Tivoli Monitoring component and the hub
monitoring server.

23.Specify the default values for IBM Tivoli Monitoring components to use when
they communicate with the monitoring server.

a. If agents must cross a firewall to access the monitoring server, select
Connection must pass through firewall.

b. Identify the type of protocol that the agents use to communicate with the
hub monitoring server. Your choices are: IPUDP, IP.PIPE, IP.SPIPE, or
SNA as described in Table 3-5 on page 111. You can specify three
methods for communication; this enables you to set up backup
communication methods. If the method you identified as Protocol 1 fails,
Protocol 2 is used. If using UDP will not break your security rules, we
suggest using IP.UDP protocol.

c. Click OK.
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Configuration Defaults for Connecting ko a TEMS

— Primary TEMS Connection
[™ Connection must pass through firewall

| &:ddress Tirarslation sed

¥ Protocol 1: IIF'.F'IF'E 'l
¥ Protocol 2: IP.UCP A
™ Protocol 3 I VI

I iOptional: Secondary TEMS Connectior:

| Fratacal 1
| Fratacal2:

| Fratacal 2

I jv
I jv

.

Cancel |

Figure 3-15 Communication protocol configuration to a TEMS

24.In the next window, click Finish to complete the installation.

The Manage Tivoli Enterprise Monitoring Services utility opens (Figure 3-16).
You can start, stop, and configure IBM Tivoli Monitoring components with this

utility.

K Manage Tivali Enterprise Monitoring Services - TEMS Mode © [Local Computer]

Actions  Options  Wiew Windows Help

SIS

E|8|8 2| & 2

ent Primary

k=2 Manitoring Agent for Windows ©F Primary
%O Tivaoli Enterprise Monitoring Server TEMS1

4

Ves (TEMS)
es

Started
Started
Started

ServicefApplication ITasHSuszstem Configured [ Status Startup | Account Desktop | HotSkdby | Version | Host

Auto
Auko
Auto

LacalSystem  Yes Mo WE10
LocalSystem  No Mo VB0

| i

i/ start J @ & Ve J 1) 3 Windows Explarer v| B Command Prompt

| " 1BM Tivali Mon\tor\ng...”ﬁ Manage Tivoli Ent... |i 316 FPM

—

Figure 3-16 IBM Tivoli Monitoring 6.1 services window

25.Use this same procedure to install the second Hub TEMS.
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3.2.6 Installing a Remote TEMS on a Windows and UNIX server
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This section provides detailed information about installing and configuring the
remote monitoring server. The following procedures are used in both scenarios.

Installing a Remote TEMS on a Windows server

The installation of a Remote TEMS is similar to the installation of a Hub TEMS.
Unless they differ from the Hub TEMS installation, the figures for the Remote
TEMS installation will not be shown.

Use the following steps to install the remote monitoring server on a Windows
computer:

1. Launch the installation wizard by double-clicking the setup.exe file on the
installation media.

Note: If you are running Windows 2003 or Windows XP and have security
set to check the software publisher of applications, you might receive an
error stating that the setup.exe file is from an unknown publisher. Click Run
to disregard this error message.

2. Click Next on the welcome window.
3. Click Accept to accept the license agreement.

Note: If you do not have a database (DB2 or MS SQL) installed on this
computer, a message regarding potentially missing software is displayed.
You do not need a database to use this computer as a monitoring server,
S0 you can ignore this message and click Next.

4. If you are missing the IBM Java SDK, the installation program installs it
automatically during a later step. Click Next.

5. Choose the directory where you want to install the product. The default
directory is C:\IBM\AITM. Click Next.

6. Type a 32-bit encryption key or use the provided default key.

Note: Ensure that you document the value you use for the key. Use this key
during the installation of any components that communicate with this
monitoring server.

7. Click Next, then OK to confirm the encryption key.
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8. Select the components that you want to install: Tivoli Enterprise Monitoring
Server.

9. If you want to install any agents on this remote monitoring server, expand
Tivoli Enterprise Monitoring Agents and select the agent. Click Next.

10.If you want to do remote deployment of agent software from this remote
monitoring server, select those agents that you want to deploy. This step
creates and populates the deployment depot, from which you can deploy
agents at a later time. Click Next.

Note: By default, the depot is located in the <itm_installdir>/CMS/depot
directory on Windows and <itm_installdir>/tables/<ms_name>/depot
directory on Linux and UNIX. If you want to use a different directory,
change the DEPOTHOME value in the kbb.env file.

11.Select a program folder and click Next. The default program folder name is
IBM Tivoli Monitoring.

12.Review the installation summary details. This summary identifies what you
are installing and where you have chosen to install. Click Next to start the
installation of components.

After the components are installed, a configuration window opens.

13.Select what you want to configure and click Next. The first step configures the
monitoring server.

14.Select the type of monitoring server you are configuring: Hub or Remote. For
this procedure, select Remote as shown in Figure 3-17.

Tivoli Enterprise Monitoring Server Configuration ll

r | Corfiguration suditing 7| TEE Event Integration Faciits
© b I= ! Security: Validate ser Disable workflow Palicy/Tival
' Remote I~ Address Translation Emitter Agent Event Fonwarding
TEMS IHEMDTE_EDPENHAGEN
— Protocol for this TEMS —————————— Configure Haot Standby TEMS

V' Pratocol 1: ||p_p|pE vl I~ Frotocs! 1: I vl
¥ Protocol 2: IIP_UDP 'l | Fratacal2: I VI
™ Protocol 3 I 'l | Fratacal 2 I VI

oK I Cancel |

Figure 3-17 Remote TEMS configuration window
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15.Verify that the name of this monitoring server is correct in the TEMS. If it is
not, change it.

16.Identify the communications protocol for the monitoring server. Your choices
are: IPUDP, IPPIPE, IP.SPIPE, or SNA. You can specify three methods for
communication, which enables you to set backup communication methods. If
the method you have identified as Protocol 1 fails, Protocol 2 will be used.
Click OK.

17.Complete the following fields for the communications protocol for the
monitoring server. Table 3-5 on page 111 shows descriptions for protocols
that can be used.

18.1f you are certain that you have typed the values for all of these fields with
exactly the correct casing (upper and lower cases), you can select Use case
as typed. However, because IBM Tivoli Monitoring is case-sensitive, consider
selecting Convert to upper case to reduce the chance of user error.

19.Click OK to continue.
The next configuration step is to seed the monitoring server.
20.Specify the location of the monitoring server. You have two options:
a. This computer
b. On a different computer
Select This computer and click OK.

21.Because the monitoring server is not currently running, it is started
automatically before the seeding process begins. Click OK when you get the
the message that tells you this.

22.Select the data that you want to add to the monitoring server. By default, all
available product data is selected. Click OK.

23.Click Next on the message that provides information about the seeding. The
next configuration step configures the default communication between any
IBM Tivoli Monitoring component and the hub monitoring server.

24.Specify the default values for any IBM Tivoli Monitoring component to use
when they communicate with the monitoring server.

a. If agents must cross a firewall to access the monitoring server, select
Connection must pass through firewall.

b. Identify the type of protocol that the agents use to communicate with the
hub monitoring server. Your choices are: IPUDP, IP.PIPE, IP.SPIPE, or
SNA. You can specify three methods for communication, which enables
you to set backup communication methods. If the method you have
identified as Protocol 1 fails, Protocol 2 is used. Click OK.
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25.Complete the communication protocol fields for the monitoring server. See
Table 3-5 on page 111 for definitions of these fields.

26.Click Finish to complete the installation.

Installing Remote TEMS on a UNIX/Linux server

The Remote TEMS installation procedure is the same as the one for Hub TEMS.
The difference occurs during the configuration. Table 3-6 shows the steps for
installing, configuring, and seeding a Remote TEMS.

Table 3-6 Steps for installing a Remote TEMS

Steps Where to find information

1. Install the Remote TEMS using the same | Installing a Hub TEMS on a UNIX server
instruction as installing the Hub TEMS.

2. Configure the remote TEMS. Configuring Remote TEMS on a
UNIX/Linux server

3. Seed the Remote TEMS. Installing agent support on (seeding) the
hub monitoring server

Configuring Remote TEMS on a UNIX/Linux server
Use the following steps to configure the hub monitoring server:

1. At the command line, change to the opt/IBM/ITM/bin directory (or the
directory where you installed IBM Tivoli Monitoring).

2. Run the following command:
./itmemd config -S -t tems_name

tems_name is the name of your monitoring server (for example,
REMOTE_EDINBURG).

3. Type remote to indicate that this is a Remote TEMS.

4. Press Enter to accept the default host name for the monitoring server. This
should be the host name for your computer. If it is not, type the correct host
name and press Enter.

5. Enter the type of protocol to use for communication with the monitoring
server. Your choices are: ip, ip.pipe, sna, or ip.spipe. Press Enter to use the
default communications protocol (IP.PIPE).

6. If you want to set up a backup protocol, enter that protocol and press Enter. If
you do not want to use backup protocol, press Enter without specifying a
protocol.

7. Depending on the type of protocol you specified, provide the port number for
each communication protocol and press Enter.
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8. Press Enter to not specify the name of the KDC_PARTITION.
9. Press Enter when prompted for the path and name of the KDC_PARTITION.

10.If you want to use Configuration Auditing, type y; otherwise type n and press
Enter.

11.Press Enter to accept the default setting for Hot Standby (NO). For best
results, wait until after you have fully deployed your environment to configure
Hot Standby for your monitoring server. See “Configuring Hot Standby” on
page 197 for information about configuring Hot Standby.

12.Press Enter to accept the default for the Optional Primary Network Name
(none).

13.Press Enter for the default security: Validate User setting (no). If you need
to use security validation in your environment, you can enable it after initial
configuration is complete.

14.1f you will use event synchronization to view situation events, type y and press
Enter to enable TEC Event Integration. Complete the following additional
steps:

a. Type the name of the IBM Tivoli Enterprise Console event server and
press Enter.

b. Type the port number for the event server and press Enter.
15.Press Enter to not disable the Workflow Policy/Tivoli Emitter Agent.

16.Type S to save the default SOAP configuration and exit the configuration.

Notes:

» You can configure any SOAP information at a later time. The procedure is
described in “Installing event synchronization on your event server’” on
page 183.

» A configuration file is generated in the install_dir/config directory with the
format host_name_ms_tems_name.config (for example,
edinburg_ms_REMOTE_EDINBURG.config).
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3.2.7 Tivoli Enterprise Portal Server - TEPS

This section describes the steps for installing and configuring a TEPS in a
Windows server using DB2 8.2 as RDBMS.

Note: Our choice for the Windows server was driven by a limitation of the IBM
Tivoli Monitoring 6.1 beta version we were using. In the beta version of the
code that we used for this project, it was not possible to connect to a Data
Warehouse for long-term historical data views using a Linux portal server. This
limitation is expected to go away in the general availability version. Refer the
IBM Tivoli Monitoring 6.1 general availability documentation or contact IBM
support to verify whether this issue has been resolved, if you are considering
changing your platform because of that limitation.

Preinstallation steps

The Tivoli Enterprise Portal Server function requires a database to store
information. Refer to IBM Tivoli Monitoring Installation and Setup Guide,
GC32-9407, to install and set up your RDBMS.

Install the RDBMS

Prior to installing the TEPS, you have to install and set up the DB2 database in
your environment.

ODBC connection for the TEPS

TEPS access the created database using ODBC connection. ODBC TEPS2 will
be created during TEPS installation, so it is not necessary to create it manually.

Create a user on the DB2 server

Create a DB2 user in the DB2 server. You can use any name you want but the
user must belong to Administrators group. We created a user named ITMUser.

Note: This user will be used by TEPS to access the Data Warehouse.

Installing the portal server on a Window server

Use the following steps to install the Tivoli Enterprise Portal Server on a
Windows computer:

1. Launch the installation wizard by double-clicking the setup.exe file in the
WINDOWS subdirectory of the installation media.

2. Click Next on the Welcome window to start the installation.
3. Read and accept the software license agreement by clicking Accept.
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4.

IBM Tivoli Monitoring - InstallShield Wizard B : |

Tivoll. software Select the features pou wart to install, and deselect the features you do not want to install,
b S i

If you do not have a database (DB2 or MS SQL) or the IBM Java SDK
installed on this computer, a message regarding potentially missing required
software is displayed. If you are missing a database, stop the installation,
install the required database, and begin the installation again. If you are
missing the IBM Java SDK, the installation program installs it automatically
during a later step. Click Next.

Note: If your computer has all required software, you will not see this step.

Specify the directory where you want to install the portal software and
accompanying files. The default location is C:AIBM\ITM. Click Next.

Type an encryption key to use. This key should be the same as what was
used during the installation of the monitoring server to which this portal server
will connect. Click Next and then OK to confirm the encryption key.

Select Tivoli Enterprise Portal Server from the list of components to install as
shown in Figure 3-18.

Select Features
Select the features setup will install.

[#-[] Tiwali Enterprize Moritoring Agents - — Diescriptio

Tivoli Enterprise Portal
\ Server

-] Tivoli Enterprize Portal Server Framework,

- [w| Lire 05 Support

-] 18405 Suppart

o] UM 05 Support

(| Windows 05 Suppart

[ Alert Adapter for AF/Remate Support

[ &lert Manager for Tivoli Enterprise: Console Support

- Alert Emitter for Tivali Enterprise Console Suppart

= niversal Agent Suppart

] UNIX Logs Support

] Tivoli Enterprise Conzole GUI Integration

] IBM Tivoli Moritoring 5. Endpaint Support b
[ Tivoli Enterprise Portal Desktop Client ﬂ

146,70 MB of s-pacé. réquired on the F drive
26824 63 MB of space available on the F drive

< Back | Mest> | Cancel

Figure 3-18 IBM Tivoli Monitoring 6.1 Components List
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Note: You might notice that it will begin installing the required JRE on the
machine as soon as you select the TEPS for installation. This happens if
you do not have the required JRE installed in your machine. The JRE is
bundled with the installation media and you do not have to do anything but
wait until the installation is finished.

8. If you want to view events from the IBM Tivoli Enterprise Console event server
through the Tivoli Enterprise Portal, expand the Tivoli Enterprise Portal
Server selection and ensure that Tivoli Enterprise Console GUI Integration
is selected. Click Next.

9. Do not select any agents on the Agent Deploy window. Click Next.

10.Type a name for the program folder. The default is IBM Tivoli Monitoring. Click
Next.

11.Click Next to start the installation. After installation is complete, a
configuration window (Table 3-19) is displayed.

1BM Tivoli Monitoring - InstallShield Wizard - |

Setup Type
Select the setup type that best suits your needs.

Tivoli. software In the following screens you will be prompted far the infarmation required to configure the following
voli. software iternz. Uncheck the box to delay configuration until after installation i complete. Some
configurations items are mandatory [preceded by an *] and cannot be unchecked.

v =Canfigure Tivoli Enterprise Partal

¥ Configure agents default cornection ta Tivoli Enterprise Monitaring S erver

v Launch Manage Tival Maonitoring Services for additional configuration options and ta stark
Tivali Monitoring services

< Back Hext » Cancel

Figure 3-19 TEPS configuration option window
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12.Click Next to begin configuring the portal server and the connection to the

monitoring server, and to open Manage Tivoli Monitoring Services.

13.In the next window (Table 3-20) type the host name of the computer where

you are installing the portal server and click Next.

16M Tivoli Monitoring - Installshield Wizard

Define TEP Host Information

Tivoli. software
Host name of the machine where TEP Server resides:

BERLIM

< Back

Cancel

Figure 3-20 Hostname where TEPS will be installed
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14.Configure the portal server’s connection to the data source (such as your DB2
database). Type the password for the database administrator in the Admin
Password field, as shown in Figure 3-21.

Type a database user ID and password for your db2 Administrator account
and click OK.

Note: DB2 Administrator account was created during the DB2 installation.

a1 emfhaara imetall b,

x|
_ Data source name: ITEF'S2 ILI
Configurin
Cancel |

Fleaze enter your Databaze Administrator (D [up to
llll 8 characters] and password below:

Admin User D: Idb2admin

Fleaze accept the default D atabase User [D or
enter your own TEPS Database Uzer ID upto 8
characters] and password:

Database User [D: [TEPS
Database Password: lxxxxxx—
Reenter Password: Ixxxxxx—

Figure 3-21 TEPS database configuration
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15.Click OK on the message that tells you that the portal server configuration

was successful (Figure 3-22).

1B6M Tivoli Monitoring - InstallShield Wiza_rﬂ

Setup Status

IBM Titvoli bmmiberine i confien vine e
‘74 TEPS Data Source Confi

huizra imsballzbae

. Data source name: ITEF'S2
Configurin

Pl

comdl e

Please enter pour Database Administrator 1D [up to |
=] h .

Lol

@ TEPS configuration completed successfully,
Flease see FAIEMITMINSTALL\TERS_ODEC log For details.

Cancel |

x|

Database User 1D: |TEPS
Database Password: Ixi
Fleenter Password: Immf

N

Figure 3-22 TEPS configuration completion window
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16.When asked about the user credentials to access the Data Warehouse
database, type a previously created user ID (such as candle) and a
password. Click Next (Figure 3-23).

1BM Tivoli Monitoring - InstallShield Wizard - x|
Wareh ID and P d for TEP Server

Fleaze provide the D and Password to be used by TEP Server to access the Data

‘warehouse,

1D: Icandle
Password: I xxxxxxxx
Confirm Password: I xxxxxxx 1

Mest »

Figure 3-23 TEPS user configuration
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17.Select the communication protocols as shown in Figure 3-24 and click OK
(Figure 3-24). This defines the values for the connection between the portal
server and the hub monitoring server.

Configuration Defaults for Connecting to a TEMS

[~ Connection must pass thraugh firewal

= Address Trarslation Used

¥ Protocol 1: IIF'.PIF'E 'I
¥ Protocol 2: IIF'.UDP 'l
[~ Protocol 2: I VI

—Frimary TEMS Connection———————————————————

I Optianal: Secondary TEMS Cornection

I™ | Frotoeal 1 I vl
I™ | Frotoeal 2: I vl
I~ | Frotoeal 3: I vl

o]

Cancel |

Figure 3-24 Communication protocol window configuration

18.Type the host name or IP address and the port number for the hub monitoring
server as shown in Figure 3-25. Click OK when finished.

Configuration Defaults for Connecting to a TEMS
— Configure Primary TEMS
— IP.UDP Setting — 5k Settings
Hostramne or —Frimam TEMS
IP Addhess ey

Part # andor 1918 j lationt i I
Port Pools I .
LUMame I
r~ IP.PIPE Setling LB 2 LOGHODE ID‘-\NETDES
Hosthame or Im”:m
IP Address TP Mame | sMaSOCKETS =l
Part number I1 318
Local LW Alias
[t required iIf using I
- |IF.SFIFE Setting defined default]
Histhame o IBEHLIN
| &ddress
|3550 - Entry Options
Park aumber,
" Usecaseastyped (¢ Convert bo upper caze
AT Seffings | [ 0K Cancel

Figure 3-25 Configuration for connection to the TEMS
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19.Click Finish to close the installation wizard. After the installation completes, a
README about Tivoli Enterprise Portal configuration is displayed. Read it
and close the window.

Now the Hub TEMS, Remote TEMS, and the TEPS are installed and configured.
We will proceed with the installation of the TEMAs and the TEP, Warehouse
Proxy agent, and event synchronization.

3.2.8 Tivoli Enterprise Monitoring Agent

In this section we cover the installation of Tivoli Enterprise Monitoring Agent
(TEMA).

Deploying TEMA on a Linux server (using local images)

This section shows step by step how we deploy a TEMA on a Linux server using
local downloaded IBM Tivoli Monitoring 6.1 images. Our server name is oslo and
the user is itmuser.

Note: Whenever we did not enter or select an option, the Enter key was
pressed to accept the default.

1. From the directory where the images are uncompressed, execute the
following procedure:

itmuser@oslo:/home/itmuser> ./install.sh

Example 3-1 shows the output of the command with our selections in bold.

Example 3-1 Output of ./install.sh

Enter the name of the IBM Tivoli Monitoring directory
[ default = /opt/IBM/ITM ]:

CANDLEHOME directory "/opt/IBM/ITM" already exists.
OK to use it [ y or n; "y" is default ]? y

Before installing IBM Tivoli Monitoring agents, you must

install at Teast one IBM Tivoli Enterprise Monitoring Server. You
will need the host name or IP address and port number for the
monitoring server to configure any agents.
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Notes:
» If /opt/IBM/ITM does not exist, you will receive the following message:

"/opt/IBM/ITM" does not exist
try to create it [y or n; "y" is default]?

» You will notice small differences on the message between the following
menu with the one you will be running because of the version differences.
But the functions remains the same.

Example 3-2 Output of ./install.sh

install.sh : searching for product families; please wait.
Select one of the following:

1) Install products via command Tline.

2) Install products to depot via command line.

3) Exit install.

Please enter a valid number: 1

install.sh : OK to install.

install.sh : removing old JRE.

install.sh : old JRE has been removed.
install.sh : unloading JRE package(s).
install.sh : calculating available disk space.
install.sh : "33631276" kilobytes available.
install.sh ¢ running 116243 jre.

Software Licensing Agreement

1. Czech

2. English

3. French

4. German

5. Italian

6. Polish

7. Portuguese

8. Spanish

9. Turkish

Please enter the number that corresponds to the Tanguage you prefer.
2

Software Licensing Agreement

Press Enter to display the license agreement on your
screen. Please read the agreement carefully before
installing the Program. After reading the agreement, you
will be given the opportunity to accept it or decline it.
If you choose to decline the agreement, installation will
not be completed and you will not be able to use the
Program.
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2. Press the Enter key.

Example 3-3 Output of ./install.sh

International License Agreement for Early Release of Programs
Part 1 - General Terms

BY DOWNLOADING, INSTALLING, COPYING, ACCESSING, OR USING
THE PROGRAM YOU AGREE TO THE TERMS OF THIS AGREEMENT. IF
YOU ARE ACCEPTING THESE TERMS ON BEHALF OF ANOTHER PERSON
OR A COMPANY OR OTHER LEGAL ENTITY, YOU REPRESENT AND
WARRANT THAT YOU HAVE FULL AUTHORITY TO BIND THAT PERSON,
COMPANY, OR LEGAL ENTITY TO THESE TERMS. IF YOU DO NOT
AGREE TO THESE TERMS,

- DO NOT DOWNLOAD, INSTALL, COPY, ACCESS, OR USE THE

PROGRAM; AND

1

runGSkit : Preparing to install the Global Security Kit.
runGSkit warning: the 'root' ID or password is required for this phase,
continuing ..

Will enable automatic agent initiation after reboot.

Please enter root password or press Enter twice to skip.

Password:

Enter the root password

Preparing packages for installation...
gsk7bas-7.0-3.9

runGSkit : creating security files.
runGSkit : create keyfile.

runGSkit : create certificate.
runGSkit : setting encryption key.

Enter a 32-character encryption key, or just press Enter to use the default
Default = IBMTivoliMonitoringEncryptionKey

vt 2004080

Press Enter to continue viewing the license agreement, or,
Enter "1" to accept the agreement, "2" to decline it or
"99" to go back to the previous screen.

1

GSkit encryption key has been set.

Key File directory: /opt/IBM/ITM/keyfiles

Product packages are available in /home/itmuser/unix

Product packages are available for the following operating systems and
component support categories:
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1) Linux Intel R2.4 (32 bit)

2) Linux Intel R2.4 (64 bit)

3) Linux Intel R2.4 GCC 2.9.5 (32 bit)

4) Linux Intel R2.4 GCC 2.9.5 (64 bit)

5) Linux Intel R2.6 (32 bit)

6) Linux Intel R2.6 (64 bit)

7) Linux Intel R2.6 GCC 2.9.5 (32 bit)

8) Linux Intel R2.6 GCC 2.9.5 (64 bit)

9) Tivoli Enterprise Portal Browser Client support
10) Tivoli Enterprise Portal Desktop Client support
11) Tivoli Enterprise Portal Server support

Type the number for the 0S or component support category you want, or type
"q" to quit selection

[ number "5" or "Linux Intel R2.6 (32 bit)" is default ]:

5

Is the operating system or component support correct [ y or n; "y" is
default ]2 y

The following products are available for installation:

1) IBM Eclipse Help Server V610R104

2) Monitoring Agent for Linux 0S V610R115

3) Monitoring Agent for Unix Logs V610R121
4)Summarization and Pruning agent V610R141

5) Tivoli Enterprise Monitoring Server V610R215

6) Tivoli Enterprise Portal Desktop Client V610R172
7) Tivoli Enterprise Portal Server V610R172

8) Tivoli Enterprise Services User Interface V610R194
9) Universal Agent V610R229

10) all of the above

Type the numbers for the products you want to install, or type "q" to
quit selection.
If you enter more than one number, separate the numbers by a comma or
a space.
Type your selections here: 2
The following products will be installed:

Monitoring Agent for Linux 0S V610R115

Are your selections correct [ y or n; "y" is default ]? y

. installing "Monitoring Agent for Linux 0S V610R115 for Linux Intel
R2.6 (32 bit)"; please wait.
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=> installed "Monitoring Agent for Linux 0S V610R115 for Linux Intel R2.6
(32 bit)."

. Initializing database for Monitoring Agent for Linux 0S V610R115 for
Linux Intel R2.6 (32 bit).

. Monitoring Agent for Linux 0S V610R115 for Linux Intel R2.6 (32 bit)
initialized.

Do you want to install additional products or product support packages [ y
or n; "n" is default ]?n

. postprocessing; please wait.
. finished postprocessing.
Installation step complete.

You must install TEMS support for the agent products.This is done by starting
and seeding the TEMS for the supported agents.

You may now reconfigure any installed IBM Tivoli Monitoring product via the
"/opt/IBM/ITM/bin/itmcmd config" command.

Post TEMA installation procedure
1. From $CANDLEHOME/bin (/opt/Tivoli/IBM is the default SCANDLEHOME
directory) execute the following line:

itmuser@oslo:/opt/IBM/ITM/bin> ./itmecmd config -A 1z
Example 3-4 shows the output of the command.

Example 3-4 Post TEMA installation procedure

1z for Tinux, ux for unix

CandleConfig : installer Tevel 400 / 100.
CandleConfig ¢ running 116243 jre.

Agent configuration started...

Will this agent connect to a TEMS? [YES or NO] (Default is: YES):YES
TEMS Host Name (Default is: oslo): edinburg

Note: edinburg is the Remote TEMS to which the agent will connect.

Example 3-5 Post TEMA installation procedure

Will the agent connect through a firewall? [YES or NO] (Default is: NO):NO

Network Protocol [ip, sna, ip.pipe or ip.spipe] (Default is: ip.pipe):ip.pipe
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Now choose the next protocol from one of these:
_'|p
- sha
- ip.pipe
- none
Network Protocol 2 (Default is: none): ip

Now choose the next protocol from one of these:
_'|p
- sna
- none
Network Protocol 3 (Default is: none):none
IP Port Number (Default is: 1918):1918
IP.PIPE Port Number (Default is: 1918):1918
Enter name of KDC_PARTITION (Default is: null):null
IP.SPIPE Port Number (Default is: 3660)

Configure connection for a secondary TEMS? [YES or NO] (Default is: NO): YES
Secondary TEMS HostName (Default is: none): copenhagen

Will the agent connect through a firewall? [YES or NO] (Default is: NO):NO
Secondary TEMS protocol [ip, sna, or ip.pipe] (Default is: ip): ip.pipe

Now choose the next protocol from one of these:
_'|p
- sna
- ip.pipe
- none
Secondary TEMS Protocol 2 (Default is: none): ip

Now choose the next protocol from one of these:
_'|p
- sha
- none
Secondary TEMS Protocol 3 (Default is: none):none
Secondary TEMS IP Port Number (Default is: 1918):1918
Secondary TEMS IP.PIPE Port Number (Default is: 1918):1918
Enter Optional Primary Network Name or "none" (Default is: none):none
Agent configuration completed...

Note: When installing on AlX, it asks:

Are you installing this product into a clustered environment (Default is:
NO)

2. When you are done, you can start the agent using this on the command line:

./itmcmd agent start 1z

134 Deployment Guide Series: IBM Tivoli Monitoring 6.1



3. If you do not know the agent code, execute the ./cinfo command from
$CANGDELHOME/bin directory. You should see something like Example 3-6.

Example 3-6 Output ./cinfo command

[root@ankara bin]# ./cinfo

*kkhkkkhkkhkkkhhkk Fri Sep 23 15:31:15 EDT 2005 dhkhkkkhkkhhkkdhhhhrhikkx
User : root Group: root bin daemon sys adm disk wheel
Host name : ankara.itsc.austin.ibm.com Installer Lvl: 400 / 100
CandleHome: /opt/IBM/ITM
kkkkkhkkhkkkhkhkkhhkkhkkhkhkkhkhhkkhkhkkhhkkhhkkhkhkhkhkkhhkkhkhkkhkhkhkhkkhkhkkkhkkhkkkhkkk

-- CINFO Menu --

1) Show products installed in this CandleHome

2) Show which products are currently running

3) Show configuration settings

4) Show installed CD release versions

X) Exit CINFO

4. Select option 1 for the type of result shown in Example 3-7.

Example 3-7 Post TEMA installation procedure

*kkkkkhkkkkkk Fri Sep 23 15:33:37 EDT 2005 kkhkkkkhkkkkhkkkhkkhkhkkhkx

User : root Group: root bin daemon sys adm disk wheel
Host name : ankara.itsc.austin.ibm.com Installer Lvl: 400 / 100
CandleHome: /opt/IBM/ITM

R R T kkhkkkhkkkhkhhk kkhkhkhkkhkhhhhhhkhrhkhhkkx

...Product inventory

ax IBM Tivoli Monitoring Shared Libraries
116243 Version: 610 Rel: 221

jr Tivoli Enterprise-supplied JRE
116243 Version: 400 Rel: 100

1z Monitoring Agent for Linux OS
116263 Version: 610 Rel: 115

uf Universal Agent Framework
116243 Version: 610 Rel: 100

ui Tivoli Enterprise Services User Interface
116243 Version: 610 Rel: 194

um Universal Agent
116243 Version: 610 Rel: 229

-- CINFO Menu --

1) Show products installed in this CandleHome
2) Show which products are currently running
3) Show configuration settings

4) Show installed CD release versions

X) Exit CINFO
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Note: You can get the same result executing the following command:

./cinfo -i

5. If you have installed the Universal Agent as well, you can start executing the
following command:

./itmemd config -A um

Installing TEMA on a Windows server
Use the following steps to install a monitoring agent:

1. Launch the installation wizard by double-clicking the setup.exe file on the
installation media.

2. Click Next on the welcome window (Figure 3-26).

1BM Tivoli Monitoring - Installshield Wizard : x|

Tivoll. software

Welcome to IBM Tivoli Monitoring.

Thig wizard will inztall 1Bk Tivoli konitoning on your computer. Click Mext to continue.

Warning: This progran is pratected by copyright laws and intemational teaties. Unautharized
reproduction or distribution of this program, or any portion of it. may result is severe civil
progecution.

< Back Cancel

Figure 3-26 IBM Tivoli Monitoring 6.1 welcome installation window
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3. Click Accept to accept the license agreement (Figure 3-27).

Software License Agreement ﬂ

Please read the accompanying license agreement carefully befare using
the Program. By zelecting "Accept' below or using the Program, wou agree
to aceept the terms of this agreement. I you select "Decline", installation
will not be completed and you will not be able to use the Program.

International License Agreement for Early Release of Frograms FY

Fart 1- General Terms

B DOWNLOADING, INSTALLING, COPYING, ACCESSING, OR USING THE FROGRAM

OU AGREE TO THE TERME OF THIS AGREEMENT. IF ¥OU ARE ACCEPTING THESE
TERMS ON BEHALF OF ANOTHER PERSON OR A COMPANY OR OTHER LEGAL
ENTITY, ¥OU REPRESENT AND WWARRANT THAT 0L HAVE FULL AUTHORITY TO
BIND THAT PERSON, COMPANY, OR LEGAL ENTITY TO THESE TERMS. IF ¥0OU DO
NOT AGREE TO THESE TERME,

DO NOT DOVINLOAL, INSTALL, COPY, ACCESS, OR USE THE PROGRAM; AND

FROMFTLY RETURN THE FROGRAKM TO THE FARTY FROM WHOM vOU ACQUIRED
IT. IF 00 DOWHLOADED THE PROGRAM, CONTACT THE PARTY FROM WHOM vOU

s

| Accept || Declineg |

4]

Figure 3-27 IBM Tivoli Monitoring 6.1 license agreements
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4. If a database (DB2 or MS SQL) is not installed on this computer, a message
regarding potentially missing software is displayed as shown in Figure 3-28.
You do not need a database to install a management agent on this computer,
S0 you can ignore this message and click Next.

1BM Tivoli Monitoring - InstallShield Wizard x|
Information

Fiead the following information and decide.

Tivoll. software Click Mext to continue, Cancel ta inztall necessary prerequisite software.
. Software

The follawing list of zoftware MAY be required during this installation. ﬂ
|f required later, selected features may not be available for installation.
If pou know the software is required, please stop the installation now and
install the prerequisite software.
If pou plan to install TEF Server on this computer:
Either DB2 or MS SOL Server is required.
Meither found!

< Back

Cancel

Figure 3-28 IBM Tivoli Monitoring 6.1 requisites information screen
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5. Choose the directory where you want to install the product. The default is
c\IBM\ITM as shown in Figure 3-29. Click Next.

InstallShield Wizard x|

Choose Destination Location

Select folder where setup will install files.

Setup will install Tivol products inta the directory listed below. To install inta this directon, click
Mext. Ta change directories, click Browse and chooze anather directory. 1BM /Tivol does not
suppoit long filenames for this installation. Each directory and subdirectony must be eight or lesz
characters with no embedded blanks or special characters. You can exit Setup by clicking Cancel.

Tivoli. software

Destination Folder
’7C:\|BM\|TM Browsze...

< Back Cancel

Figure 3-29 IBM Tivoli Monitoring 6.1 default destination installation directory
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6. Type the 32-bit encryption key that was used during the installation of the
monitoring server to which this monitoring agent connects. Click Next and OK
to confirm the encryption key (Figure 3-30).

1BM Tivoli Monitoring - InstallShield Wizard : x|

User Data Encryption Key

Encryption iz used faor all Secure Socket [S5L) connections with the Tivali Enterprize Manitoring
Server, thereby protecting any sensitive data being transmitted. The encryption process uses a 32
character Encryption Key. You may use the default as shown, or enter pour own unigue 32
character key, excluding special characters = (equal] ' [quote] and . [commal.

Key: |IBMTivoIiM onitoringE neryptionk.ey

Encryption Key ﬂ

Encryption key is:
IBMTivaliManitoringEncryptionkey

Make Sure this key is used across the enterprise,

¢ Back

Cancel

Figure 3-30 IBM Tivoli Monitoring 6.1 encryption key confirmation
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7. Expand Tivoli Enterprise Monitoring Agents and select the name of the

agent that you want to install. Click Next (Figure 3-31).

1BM Tivoli Monitoring - InstallShield Wizard

Select Features

Select the features setup will install.

Tivoli.

software

Select the features you want to install, and deselact the features you do not want to install.

=) Tiwoli Enterprise Monitaring Agents  Deseription——————
Tivali Enterprize Monitaring Agent Framewark. Latest Application
Uriversal Agent Diriver HT52SD1 D
i s
itoring Agent For 1057
Summarization and Pruning Agant
~[]Alert Adapter for AF /Remote
[ Tivoli Enterprise Moritoring Server
[ Tivoli Enterprise Portal Server
B Tivol Enterprize Portal Desktop Client
[ ]1BM Eclipse Help Server
£3.39 MB of space required on the C drive
24827 B0 MBE of space available on the C drive
< Back | Nesxt> Cancel

Figure 3-31 Monitoring agents to be installed

8. Click Next on the Agent Deploy window. Do not select any agents.
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9. Type a program folder to use in your Start menu and click Next. The default
folder is IBM Tivoli Monitoring, as shown in Figure 3-32.

Select Program Folder

Please select a program folder.

IBM Tivoli Monitoring - InstallShield Wizard

Setup will add program icons to the Program Folder listed below. *You may type a new folder name,

of select one from the existing folders list. Click Mest to continue.

Program Folder:

E zisting Folders:

Administrative Tools
IBM Java'sfeb Start v1.4.2
Microzoft Exchange
RealvhC

Startup

Symantec Client Security
"WirZip

< Back | Mest: | Cancel

Figure 3-32 IBM Tivoli Monitoring 6.1 program folder
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10.Review the installation summary details. This summary identifies what you
are installing and where you have chosen to install (Figure 3-33). Click Next
to begin the installation of components.

After the components are installed and the configuration environment is

initialized (indicated

by a pop-up window), a configuration window is

displayed. Click Next.

IBM Tivoli Monitoring - InstallShield ¥izard x|

Start Copying Files

Review sattings before copying files.

Setup has enough information to start copying the program files. [Fyou want to review or change
any settings, click Back. If pou are satisfied with the settings, click Mest to begin copying files.
Current Settings:

Install into Directary: C:4 B MY TH ;I
Add Program Folder: [BM Tivali Monitaring

Available Disk Space: 24827 MB
Required Disk Space: B3 MB
Deplop Required Disk Space:

Inztall the fallowing features:
Tivoli Enterprize Monitoring Agents:

Tivali Enterprize Monitoring Agent Framewark,
I onitoring Agent for Wwindows 05

< Back

Cancel

Figure 3-33 Installation summary details
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11.Configure the default values for your agent (Figure 3-34). Click Next.

Setup Type
Select the setup twpe that best suits your needs.

Tivoll. softu I the fallowing screens you will be prompted far the infarmation required to configure the following
Voll. software iternz. Uncheck the bow to delay configuration until after installation i complete. Some
caonfigurations items are mandatory [preceded by an *) and cannat be uhchecked.

v Configure agents default connection to Tivali Enterprise Maonitoring Server

Launch kanage Tivali Monitaring 5 ervices for additional configuration options and ta start
Tivali Manitoring services

v

< Back | Mewt> | Cancel

Figure 3-34 Configuration option choice
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12.Specify the default values for any IBM Tivoli Monitoring agent to use when
they communicate with the monitoring server.

a. If the agent must cross a firewall to access the monitoring server, select
Connection must pass through firewall.

b. Identify the type of protocol that the agent uses to communicate with the
monitoring server. Your choices are: IP.UDP, IP.PIPE, IP.SPIPE, or SNA.
You can specify three methods for communication, which enables you to
set up backup communication methods. If the method you have identified
as Protocol 1 fails, Protocol 2 will be used. Click OK.

Figure 3-34 on page 144 shows an example of the protocol
communication to be used to communicate with TEMS.

Configuration Defaults for Connecting ko a TEMS x|

~ Primany TEMS Cornection—————— T Optional: Secondary TEMS Connection
[~ Connection must pags through firewall

™| Address Translation Used

¥ Protocal 1: IIP_F'IPE 'l I~ | Protosal 1: I VI
[ Protocal 2: I Yl I~ | Protocal 2: I VI
I~ | Frotocal 3: I 'l I~ | Frotocal 3: I VI

oK I Cancel |

Figure 3-35 Agent communication protocols
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13.Complete the fields to define the communications between agents and the

monitoring server. Figure 3-36 shows the primary TEMS the agent will be
connected to.

If you have defined more than one TEMS, a second window will open
requesting the configuration of the secondary TEMS host name.

Configuration Defaults for Connecting to a TEMS x|
r Configure Primary TERS
r~ IP.UDP Setting SN Setting
Hastname or =i TEMS
P Acrhees IEDPENHAGEN rimay
Port # and/or 198 j ettt iz I
Port Poals I .
L &Eme I
r~IP.PIPE Setting LG 2 LOGMODE IEANCTDCS
Hustname or IEDPENHAGEN
IP Adcress TF Hame |SNASOCKETS =l
Part rumber I1 93
Lozal LU Alias
[rat required if using I
- IF.SFIFE Setting defined default]
Hiogtriame or IDAKAF!
P &ddress
|3550 r Entry Option:
Park murmber
" Usecase astyped

AT Settings | % oK I Cancel

Figure 3-36 Agent’s TEMS configuration

14.Click Finish to complete the installation.
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15.0pen the Manage Tivoli Monitoring Services utility to see whether the
monitoring agent has been configured and started as shown in Figure 3-37. If
you see Yes in the Configured column, the agent has been configured and
started during the installation process.

| Manage Tivoli Enterpri
ctions  Options  View  Windows  Help

S| E6 & A 2

ervice/Application TaskfsubSystem | Configured

Monitaring Agent For Windows 05 Primary ‘es (TEMS)  Started

1+ | [
Figure 3-37 Tivoli monitoring services console

16.If the value in the Configured column is blank and Template is in the
Task/Subsystem column:

a. Right-click the Template agent.
b. Click Configure Using Defaults.

c. Complete any windows requiring information by using the agent-specific
configuration settings in the User's Guide for your agent.

d. Repeat this step as necessary to create monitoring agent instances for
each application instance you want to monitor.

The procedure above is used by default to configure any agent from a Windows
server.
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Installing TEMA on an 0S/400 server

Before installing the Monitoring Agent for i5/0S®, complete the following

procedures if applicable:

» During installation, you are required to know whether English is the primary
language of your iSeries™ system. To determine this, complete the
procedure in the next section, “Determining the primary language of your
iSeries system.”

» If you are using TCP/IP for network communications, verify that your TCP/IP
network services are configured to return the fully qualified host name of the
computer where you will install the monitoring agent as described in “Verifying
the TCP/IP configuration” on page 6.

» If you have a previous version of a Candle Monitoring Agent installed, delete it
as in “Deleting previous versions of the monitoring agent” on page 7.

Determining the primary language of your iSeries system
Use the following procedure to determine the primary language of your iSeries
system:

1. Log on onto your system as user QSECOFR.
2. From an i5/0S command line, enter this command:
GO LICPGM
See Figure 3-38.

LICPGM Work with Licensed Frograms
System: ASZ20

Select one of the following

Manual Install
1. Install all

Preparation
9. Prepare for install

Licensed Frograms
10, Display installed licensed programs
11. Install licensed programs
12. Delete licensed programs
13. Save licensed programs

More...

:ﬁelection or command

;B:Exit Fa4=Frompt F9=Retrieve Fl2z=Cancel Fl3=Information Assistant
F1B=A5/400 Main menu
\.(C) COPYRIGHT IBM CORP. 1988, 2002.

Mell 2 M A 20/007
Figure 3-38 Main OS/400 Menu window
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3. Enter 20 (Display installed secondary languages).

4. Note the primary language and description that is displayed in the upper-left
corner of the window. For an English language system, the primary language
is 2924, and the description is English. See example on Figure 3-39.

Display Installed Secondary Languages
System: ASZ0
Primary language . . . . . . ! 2924
Description . . . . . . . . ! English

Type options, press Enter
5=Display installed Licensed Frogram

Option Language Description
- 2929 German
_ 2931 Spanish

Bottom

F3=Exit Fl2=Cancel
[C] COPYRIGHT IBM CORF. 1980, ZoO2.

Hell 5 Ml 10/064
Figure 3-39 Primary language OS/400 definition window

Verifying the TCP/IP configuration

Ensure that your TCP/IP network services are configured to return the fully
qualified host name (for example, myhost.ibm.com). The following procedure
shows how to check whether TCP/IP is properly configured on your system. This
procedure is not necessary if you are using SNA for network communications.

Required authorization role is *IOSYSCFG.

1. From an i5/0S command line, enter the following command:
CFGTCP

2. Select Work with TCP/IP host tables entries: option 10.

3. Confirm that the first entry in the Host Name column is the fully qualified host
name that is associated with the IP address of the iSeries computer where
you plan to install the monitoring agent (Figure 3-40 on page 150). If it is not,
change the entry to the fully qualified host name.
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Waork with TCF/IF Host Table Entries
System: AS20
Type options, press Enter.
1=Add 2=Change d4=Remowve 5=Display T=Rename

Internet Host
Opt Address MName
_ 9.3.5.107 AT 20
as20.itsc. austin.ibm. com
_ 127.0.0.1 LOORFBACK
LOCALHOST

Botton
F3=Exit FE=Refresh FE=Frint list Fl2=Cancel Fl17=Position to
R | a julll jokz o]

Figure 3-40 0OS/400 TCP/IP configuration panel

4. Return to the Configure TCP/IP menu and select Change TCP/IP domain
information; option 12.

5. Confirm that a host name and domain name are provided and that they match
the entry you just confirmed in the TCP/IP Host Table.

6. Confirm that the first entry for Host name search priority is *LOCAL.

Installing the monitoring agent

You can install the Monitoring Agent for i5/0S from a PC or from an iSeries
computer, whichever method is more convenient at your site. This procedure
includes instructions for both methods.

Required authorization role “Sign on as QSECOFR or with a profile with an
equivalent special authority (SPCAUT)”:

*ALLOBJ
*AUDIT
*IOSYSCFG
*JOBCTL
*SAVSYS
*SECADM
*SERVICE
*SPLCTL

vVVyVYyVYVYVYYVYY
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Note: Before beginning this procedure, install IBM Tivoli Monitoring and the
Tivoli Enterprise Portal.

When you finish Configure the Monitoring Agent for i5/0S as described in the
previous sections, run the following procedure:

1. From an i5/0S command line, ensure that the QALWOBJRST system value is
set to *ALL. To do this, follow these steps:

a. Enter the following command:

WRKSYSVAL QALWOBJRST
b. Select 5 (Display) and verify that the value is set to *ALL.
c. Press Enter to continue.

d. If the value of QALWOBJRST is set to *ALL, skip to step 3.
If the value of QALWOBJRST is not set to *ALL, make note of the values
and go to step 2.

2. If the value of QALWOBJRST is not set to *ALL, follow these steps:
a. On the Work with System Values window, enter 2 to change the values.

b. On the Change System Value window, change the existing values to *ALL
and press Enter.

c. Press F3.

3. From an i5/0S command line, enter the following command to create an
i5/0S CCCINST library for the Monitoring Agent for i5/0S installation if this
library does not already exist:

CRTLIB LIB(CCCINST)

4. Enter the following command to create a save file in the CCCINST library for
the Monitoring Agent for i5/0OS:

CRTSAVF CCCINST/A4520CMA TEXT('ITM 61 i5/0S')
Note: When pasting this command to an iSeries session, the single-quote

(") characters that enclose the text string might be missing. If this happens,
manually add the single-quote characters for the command to work.

5. Transfer the software for the Monitoring Agent for i5/0S to the target iSeries
computer.

On a Windows PC, follow these steps:

a. Insert the IBM Tivoli Monitoring 6.1 product CD into the PC CD-ROM
drive.
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b. Enter the following command to create a work folder:
WRKFLR
c. Select 1 (Create Folder) and specify the following name for the folder:
A4FLR
d. Enter the following command:
WRKLNK QOPT
The Work with Object Links window displays the qopt object link.

e. Select 5 (Next Level) at the qopt object link to select the next object link:
the volume ID of the CD-ROM. Make note of this volume ID for use in the
remainder of this procedure.

f. Continue to select 5 for each link level until the path
/QOPT/volume_id/OS400/TMAITMS is displayed, where volume_id is the
volume ID of the CD-ROM drive from step e.

g. Look for the A4520CMA.SAV file and enter the following command to copy
this save file to the QDLS directory:

CPY 0BJ('/QOPT/volume id/0S400/TMAITME/A4520CMA.SAV ")
TODIR('/QDLS/A4FLR")

where volume_id is the volume ID of the CD-ROM drive from step 5e.
h. Enter the following command to start an FTP session:
ftp computer_name
computer_name is the name of the target i5/0OS computer.
i. Enter the following command to change to the file type to binary:
binary
j- Enter the following command:
NAMEFMT 1

k. Enter the following command to transfer the software for the monitoring
agent:

put /QDLS/A4FLR/A4520CMA.SAV /QSYS.LIB/CCCINST.LIB/A4520CMA.SAVF
I. Press F3 and select 1 to end the FTP session.

6. From an i5/0S command line, install the software for the Monitoring Agent for
i5/0S:

— If you are installing the monitoring agent on a system that is set to the
English language (language ID 2924), enter the following command:

RSTLICPGM LICPGM(OKA4610) DEV(*SAVF) SAVF(CCCINST/A4520CMA)
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— If you are installing the monitoring agent on a system that is not set to
language ID 2924, enter the following two commands:

RSTLICPGM LICPGM(OKA4610) DEV(*SAVF) RSTOBJ(*PGM)

SAVF (CCCINST/A4520CMA)

RSTLICPGM LICPGM(OKA4610) DEV(*SAVF) RSTOBJ(*LNG) LNG(2924)
SAVF (CCCINST/A4520CMA) LNGLIB(QKA4LNG)

7. If you plan to install other monitoring agents, leave the value of
QALWOBJRST set to *ALL until you are finished. If you do not plan to install
other monitoring agents, change the value of QALWOBJRST to the values
you recorded in 1d on page 151.

8. Optional: Enter the following command to delete the installation library, which
is no longer needed:

DLTLIB CCCINST

9. Optional for an iSeries computer: Delete the A4520CMA.SAV file from your
folder. Follow these steps:

a. Enter the following command:
WRKDOC FLR(A4FLR)

b. Enter 4 for the A4520CMA.SAV file.

c. Press Enter to return to the command line.

d. Enter the following command to delete the installation folder:
WRKFLR

e. Enter 4 for the A4FLR folder.

f. Press F3 to return to the command line.

Configuring the Monitoring Agent for i5/0S

Use the following procedure to configure or reconfigure the network connections
between the Monitoring Agent for i5/0S and the Tivoli Enterprise Monitoring
Server (monitoring server).

1. From an i5/0S command line, enter the following command:
GO OMA

2. Enter 4 (Configure Tivoli Monitoring: i5/0S Agent). The Config i5/0S
Monitoring Agent (CFGOMA) window appears.

3. Enter your site’s values for the configuration parameters as shown in
Figure 3-41 on page 154.
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Type choices, press Enter.

TEMS SMA location

TEMS TCP/IP address

TEMS IP.FIFE address . ..
Secondary TEMS SNA location
Secondary TEMS IP address .
Secondary TEMS IP.PIPE address
Partition name . e
Firewall in use . . . . .
TEMS TCRsIF port address

TEMS 5MA port address

TEMS IF Fipe port address
Action user profile

F3=Exit FA4=Frompt FAi=Refresh
F13=How to use this display

Config i5/05 Monitoring Agent (CFGOMA)

#MO #YES, kMO

1318 Address, *SAME

*MOME Address, *SAME

13918 Address, *SAME
QARUTOMOM QAUTOMOM, MAME ,#%AME

Filo=Additional parameters Fl2=Canc
FZ4=More keys

E. a Ml

Figure 3-41 Configuring the monitoring agent

4. Optional: Customize the data collection intervals by changing the values of
the following configuration variables in the KMSPARM(KBBEYV) file, which are

listed with their default values:

KA4_JOB_DATA_INTERVAL=15
KA4_|OP_DATA_INTERVAL=30
KA4_DISK_DATA_INTERVAL=30
KA4_POOL_DATA_INTERVAL=15
KA4_COMM_DATA_INTERVAL=60

Valid values for these configuration variables are 15, 30, 60, 120, and 240.
These configuration variables follow the rules of the collection interval
parameter of the i5/0S QPMWKCOL API. Keep the following items in mind:

— Disk and I0P-related data require a minimum of 30 seconds between

collection intervals.

— Communication-related data requires a minimum of 60 seconds between

collection intervals.

— Collect job-related data as infrequently as possible to minimize the impact

on system performance.

— The i5/0S collection services performance data collector supports data
collection at one-minute intervals, not at two-minute or four-minute
intervals. Therefore, when using the API and requesting data at
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two-minute or four-minute intervals, the data is collected at one-minute
intervals, but reported back every two or four minutes.

5. Optional: Customize the time interval for custom situations by changing the
value of the following configuration variable in the KMSPARM(KBBEYV) file,
which is listed with its default value:

KA4 COMM_SIT INTERVAL=3600

Note: Custom situations created using APPN Topology or communication
attributes use the time interval specified by the KA4_COMM_SIT_INTERVAL
configuration variable. Change the value of this configuration variable if you
want communication-related alerts to be raised at a different interval. The
default interval is set to 3600 to prevent overloading the monitoring agent,
because these custom situations are also created as a workaround for a
known problem of agent failure when running consecutive APPN reports or
running a situation after running an APPN report. These situations might be
continuously running and based on events and can overload the monitoring
agent when alerting for these conditions.

Starting the monitoring agent
The following steps show how to start the Monitoring Agent for i5/0S.

Background information

When the Monitoring Agent for i5/0S is started, you can use the associated CLI
commands. Table 3-7 shows the group profiles that are authorized to these
commands by default when the Monitoring Agent for i5/0S is first installed. A
check mark in a column indicates that users associated with that group profile
can use the command.

Table 3-7 Commands owned by QSYS with *PUBLIC *CHANGE

Command QSRV QSRVBAS | QSYSOPR | QPGMR
CFGOMA N

DSPOMALOG N N N \
ENDOMA N N

STROMA N N
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To determine which group profile a user is associated with, use this command:
Display User Profile (DSPUSRPRF)

The group profile to which the user is associated is listed in the group profile field.

Required authorization role

*USER or, in some cases, *JOBCTL special authority if authorities for
QAUTOMON were changed after installation.

Starting the agent
1. From an i5/0S, enter the following command:
GO OMA

This opens the window in Figure 3-42.

OMA Tivoli Monitoring: 15705 Agent
System: ASZ20
Select one of the following:

1. Display Tiwoli Monitoring: i5/05 Agent Log
2. Start Tiwvoli Monitoring: 15705 Agent
3. End Tiwvoli Monitoring: 15705 Agent

4. Configure Tiwoli Monitoring: 15705 Agent

Selection or command
===3

F3=Exit Fa4=Frompt F9=Retrieve Fl2=Cancel Fl3=Information Assistant

Fld=Roll 0Off F1B=A5/400 Main menu
(C) Copyright IBM Corp. 2005.
el a Ml 20,/007

Figure 3-42 Monitoring agent configuration window

2. Enter 2 (Start Tivoli Monitoring: i5/0S Agent). The greater-than character (>)
preceding option 2 indicates that the monitoring agent is not started. When
the monitoring agent is started the greater-than character (>) is not displayed.

Important: If you did not seed the hub and Remote TEMS during their
installation with this type of application (i5/0S), you must do it before the agent
can be up and running properly. By default i5/0S is selected for seeding
during TEMS installation. You can verify the supported application by using
the cinfo command on the Hub and Remote TEMS.
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Note: Use the same procedure to stop the monitoring agent, selecting the
option 3.

Deploying TEMA from TEPS

To deploy a monitoring agent through the portal, you first have to deploy the OS
monitoring agent on the system. Then you will be able to deploy any other agent
from the TEP.

Note: You also must install the bundles on the server where the monitoring
agent is being deployed.

Use the following steps to deploy an agent through the portal GUI:
1. Open the Tivoli Enterprise Portal.

2. Inthe Navigation tree, navigate to the computer where you want to deploy the
agent.

3. Right-click the computer and click Add Managed System.
4. Select the agent that you want to deploy and click OK.

5. Select the configuration fields required for the agent. For information about
these fields, see the configuration documentation for the agent that you are
deploying.

6. Click Finish.

7. If the computer where you are deploying the agent already has a version of
that agent installed, you can either stop the deployment or, if the existing
version is older than the version you are deploying, specify to replace the
existing agent with this new agent. To replace the existing agent, click Yes.

8. Click Finish on the message that tells you that deployment was successful.
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3.2.9 Deploying TEMA from the command line interface

In many cases you must create a node (install an OS agent) from the command
line. Before beginning the procedure, be sure that the packages are already in
the depot server where you will execute the commands.

Deploying a Windows OS agent from a Remote TEMS using
command line

1. Check whether the target platform bundles are already installed in the server.
Execute the following command:
tacmd login -s tems_hostname -u tems_user -p tems_password
In this command:
— tems_hostame is the host name where you want to initiate the installation.
— tems_user is the user ID on the tems_hostname.
— tems_password is the tems_hostname password.
2. Execute the following command:
tacmd TistBundles

3. If the bundles are not present, execute the following commands to add them
on the server:

cd image_dir

image_dir is the directory where you untar the IBM Tivoli Monitoring 6.1
codes.

tacmd addBundles -i bundles path
4. Deploy the agent on the targeted server executing the following command:
tacmd createNode -h server -u user -w password -d target_directory
Table 3-8 on page 182 installs the Window agent on london from copenhagen
using the -p option to set the agent properties.

Example 3-8 Deploying the agent on the targeted server

C:\>tacmd createNode -h london -u Administrator -w **** -d c:/IBM/ITM -p
KEY=IBMTivoliMonitoringEncryptionKey PROTOCOL1=IP.PIPE PROTOCOL2=IP.UDP
PORT=1918 SERVER=COPENHAGEN BSERVER=EDINBURG BPROTOCOL1=IP.UDP
PROTOCOL2=IP.PIPE PORT=1918

KUICCNOOLI Initializing required services...

KUICCNO39I Attempting to connect to host Tondon ...

KUICCNO50I Distributing file 203 of 203 (85.9 MB / 85.9 MB)...
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KUICCNOO2I Beginning the installation and configuration process...
KUICCNO57I The node creation on host london was successful.

KUICCNO65I The node creation operation was a success.

Deploying an application agent from a Remote TEMS using
command line

The same procedure can be used to install a monitored agent using the
addSystem option instead of createNode. The following command performs this
operation:

tacmd addSystem -t type -n node_name -p SECTION.NAME=value ....

Example 3-9 shows how to deploy a Microsoft SQL Server agent on a nice
server to monitor the wproxy database instance.

Example 3-9 Deploying an application agent

tacmd addSystem -t 0Q -n Primary:nice:NT -p DBSETTINGS.db_sid=MyServer
DBSETTINGS.db_login=sa DBSETTINGS.db_password=sapwd
"DBSETTINGS.db_home=c:\Program Files\Microsoft SQL Server\MSSQL"
"DBSETTINGS.db_errorlog=C:\Program Files\Microsoft SQL
Server\MSSQL\LOG\ERRORLOG" INSTANCE=wproxy

Starting the TEMA from the Remote TEMS
After the agent is installed, start it by executing the following procedure:

1. Log on to the agent Remote TEMS by executing the following command:
tacmd Togin -s remote_tems -u user -p password

2. When you are logged in, execute the command to start the agent:
tacmd startAgent -n hostname -t pc

pc is the product code (Iz for Linux, nt for Windows, um for Universal Agent).
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3.2.10 Installing a new managed system: Microsoft Exchange example

We use the Microsoft Exchange Server deployment as an example of deploying
a new managed system on a TEMS environment.

Installing the OS Agent

First, install the OS Agent on the Microsoft Exchange Server. (Refer to “Tivoli
Enterprise Monitoring Agent” on page 129.) You can install the OS Agent either
locally or remotely using tacmd createNode on the command line.

Installing the application agent

After you install the OS Agent, install the Microsoft Exchange Server Agent.
Refer to the procedure in “Installing TEMA on a Windows server” on page 136 if
you want to install the agent locally, or “Deploying TEMA from TEPS” on

page 157 if you want to deploy the agent from the TEPS. If you want to deploy
the agent from a TEMS command line interface, refer to “Deploying an
application agent from a Remote TEMS using command line” on page 159.

Installing support for the agent being deployed
Install the support on the Hub TEMS, the Remote TEMS, and the TEPS.

Note: If you fail to install the support (seed) for the agent, you will be able to
see the agent on the TEP, but you will not see any data when you click on the
attribute group, only a message saying that the request has failed.

3.2.11 Tivoli Enterprise Portal (TEP)

160

There are two ways to access the Tivoli Enterprise Portal: browser and desktop
client. The browser-based client has two main advantages: There is no need to
install an updated client if a newer version is available; the browser client will
always be at the latest level available from the server. Also, you can store links to
some of your favorite workspaces as you would store any other link in a browser.
The only downside to the browser-based client is the fact that you lose desktop
real estate taken up by the browser’s headers. From a functional point of view,
there are no differences between the two.

Tip: IBM Tivoli Monitoring 6.1 requires IBM Java V 1.4.2 to be installed on all
systems where the TEP browser client will be initiated. One likely error that
signifies this is: KFWITM215E - unable to process login request.
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Installing Tivoli desktop client on a Windows machine
Use the following steps to install the desktop client for Tivoli Enterprise Portal:

1. On the computer where you want to install the desktop client, start the
installation wizard by launching the setup.exe file from the installation media.

2. Click Next on the welcome window.
3. Accept the software license by clicking Accept.

4. Read the information regarding potentially missing prerequisites and click
Next.

5. Specify the directory where you want to install the portal software and
accompanying files. The default location is C:\IBM\ITM. Click Next.

6. Type an encryption key to use. This key should be the same as the one that
was used during the installation of the portal server to which the client will
connect. Click Next then OK to confirm the encryption key.

7. Select Tivoli Enterprise Portal client.

8. If you want to view IBM Tivoli Enterprise Console events through the Tivoli
Enterprise Portal, expand Tivoli Enterprise Portal client and ensure that
Tivoli Enterprise Console GUI Integration is selected.

9. Click Next.
10.Click Next without selecting any agents to deploy.
11.Specify the program folder name and click Next.

12.Confirm the installation details and click Next to start the installation. After the
installation is complete, a configuration window is displayed.

13.Click Next to configure the connection to the portal server, the connection to
the monitoring server, and to launch Manage Tivoli Monitoring Services.

14.Type the host name of the portal server and click OK.
15.Configure the default connection to the monitoring server:

a. If the agent must cross a firewall to access the monitoring server, select
Connection must pass through firewall.

b. Identify the type of protocol that the agent uses to communicate with the
hub monitoring server. Click OK.

16.Complete the rest of the fields (refer to Table 3-5 on page 111) for the
monitoring server, and click Finish to complete your installation.
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Installing the desktop client on a Linux machine

Use the following steps to install and configure the portal desktop client on a
Linux computer.

Installing the desktop client
Use the following steps to install the portal server and desktop client:

1. In the directory where you extracted the installation files, run the following
command:

./install.sh

2. When prompted for the IBM Tivoli Monitoring home directory, press Enter to
accept the default (opt/IBM/ITM) or change the directory as per your needs.

3. Type y to create this directory when prompted. If the directory already exists,
you will receive the following type of message:

CANDLEHOME directory "/opt/IBM/ITM" already exists.
OK to use it [ y or n; "y" is default ]? y

Select option 1 when the message in Example 3-10 is displayed.

Example 3-10 Selecting install options

Select one of the following:

1) Install products via command line.

2) Install products to depot via command Tine.
3) Exit install.

Please enter a valid number:

4. Type 1.

5. Type the number that corresponds to the language in which you want to
display the software license agreement and press Enter.

6. Press Enter to display the agreement.
7. Type 1 to accept the agreement and press Enter.

8. Type the encryption key that was used during the installation of the portal
server to which the client will connect, and press Enter. This displays a
numbered list of available operating systems. If you have already installed
other IBM Tivoli Monitoring 6.1 components on that machine, the key should
already be defined and you will receive the following message

runGSkit : Keyfile.kdb already exists, skipping keyfile and
certificate creation.

9. Press Enter to accept the OS type; the default value is your current operating
system. If not, type the number for the operating system that you are installing
on.
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10.Type y to confirm the operating system and press Enter. This displays a
numbered list of available components.

11.A list of products are presented as shown in Example 3-11. Type the number
corresponding to the TEP Desktop client: 6.

Example 3-11 List of products

The following products are available for installation:

1) IBM Eclipse Help Server V610R104

2) Monitoring Agent for Linux 0S V610R115

3) Monitoring Agent for UNIX Logs V610R121
4)Summarization and Pruning agent V610R141

5) Tivoli Enterprise Monitoring Server V610R215

6) Tivoli Enterprise Portal Desktop Client V610R172
7) Tivoli Enterprise Portal Server V610R172

8) Tivoli Enterprise Services User Interface V610R194
9) Universal Agent V610R229

10) a1l of the above

12.Type y to confirm the installation. The installation begins.

13.After all of the components are installed, you are asked whether you want to
install components for a different operating system. Type n and press Enter.
Installation is complete. You will see the message in Example 3-12.

Example 3-12 Installation complete message

Installation step complete.

You must install TEMS support for the agent products.
This is done by starting and seeding the TEMS for the supported agents.

You may now reconfigure any installed IBM Tivoli Monitoring product via the
"/opt/IBM/ITM/bin/itmcmd config" command.

The next step is to configure the TEP desktop client on the server.

Configuring the portal desktop client on Linux
Use the following steps to configure the desktop client on Linux:

1. At the command line change to the opt/IBM/ITM/bin directory.
2. Run the following command:
./CandleConfig -A cj

3. Type your TEP instance and press Enter, or just press Enter to use the default
instance name. We use tep_ankara, ankara being the server name where we
are installing TEP.
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4. Type the host name for the portal server and press Enter.
5. Type your browser path directory and press Enter.

6. Press Enter when you are asked whether you want to use HTTP Proxy
support. The default value is no. The desktop client is now configured. The
next step is to start the portal server and portal desktop client.

Example 3-13 shows the TEP desktop configuration on server ankara.

Example 3-13 TEP desktop configuration

[root@ankara bin]# ./CandleConfig -A cj

CandleConfig : installer Tevel 400 / 100.
CandleConfig ¢ running 116243 jre.

Agent configuration started...

Enter TEP Instance Name(Default is: none): tep_ankara
TEP Server Hostname(Default is: none): berlin

Browser Path(Default is: /usr/bin/mozilla):

HTTP Proxy Support? [YES or NO] (Default is: no):
Agent configuration completed...

7. Seed the TEMS with the following command line:
./CandleSeed -t tems_name pc
where pc = ¢j
8. Start the agent executing the following command:

./itmemd agent start cj

3.2.12 Warehouse Proxy installation and configuration

This section describes the steps for installing and configuring a Warehouse
Proxy agent. The Tivoli Data Warehouse needs a relational database to store the
historical data. DB2 UDB is the preferred database, but MS SQL and Oracle are
also supported. The product ships with a copy of DB2 UDB.

Preinstallation configuration

Before initiating the Warehouse Proxy agent installation and configuration, you
must create a Windows user.

Note: ITMUser is default user used in the Warehouse Proxy agent.
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Creating a Windows user

Use the following steps to create a Windows user called ITMUser; remember that
the database used for this book is DB2 so if you use another database, the
configuration can be different:

1.
2.

Open the Computer Management window.

In the navigation pane of the Computer Management window, expand Local
Users and Groups.

Right-click the Users folder and click New User.
Type ITMUser in the User Name field.

5. Type marathOn in the Password field. Type the password again in the Confirm

= © © N o

0.

password field to confirm it.
Note: You can set a different user and password if you prefer.

Clear the User must change password at next logon check box.
Click Create to create the user.

Click Close to close the window.

Click the Groups folder.

Double-click DB2ADMNS in the right pane of the window.

Note: DB2ADMNS group is created with the DB2 database installation.

11.Perform the following step if you are using Windows 2003:

a. Click Add.

b. Type ITMUser in the Enter the names to select (examples) field and click
Check Names.

c. Click OK and then click OK again.

12.Perform the following step if you are using Windows 2000:

a. Click Add in the Administrator Properties window.
b. Locate ITMUser, the new user you created, and select it.
c. Click Add.

13.Click OK twice to close the Administrator Properties window.

14.Close the Computer Management window.
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Important:

1. You must create a database for the IBM Tivoli Monitoring Warehouse proxy
if you are using a non-DB2 database or you are using DB2 database on a
UNIX server. You also must create an ODBC that points to the database
you created to store the data in the datawarehouse proxy.

Execute the following command to create the wproxy database in your DB2
RDBMS:

db2 create database wproxy using codeset utf-8 territory US

2. When creating an Oracle or DB2 database the code set must also be utf-8.

Installing the Warehouse Proxy agent

The Warehouse Proxy is used to upload historical data from agents into the Tivoli
Enterprise Data Warehouse for historical reporting. As with any other IBM Tivoli
Monitoring 6.1 agent, the Warehouse Proxy agent installation follows the same
procedure as the one described in “Installing TEMA on a Windows server” on
page 136. Warehouse Proxy agent runs only on the Windows platform.

Database configuration and installation prerequisites
Use the following recommendation when installing RDBMS on DB2 or Oracle.

» DB2

You must be using at least DB2 V8.2 FP10. You need also to set the
environment variable DB2CODEPAGE=1208 as a system environment on the
Windows box where the Warehouse Proxy is installed.

You can find the DB2 fix packs at the following address:
http://www.ibm.com/software/data/db2/udb/support/downloadv8.html
» Oracle

If you have Oracle 9.2, you must upgrade the ODBC Driver to Version 9.2.0.4.
Set the environment variable NLS_LANG=AMERICAN_AMERICA.AL32UTF8
as a system environment on the Windows box where the Warehouse Proxy is
installed.

Site for Oracle ODBC drivers:

http://www.oracle.com/technology/software/tech/windows/odbc/htdocs/utilsoft
.html

Note: IBM plans to provide Warehouse Proxy agent on UNIX and Linux
platforms as well, but at GA time only Windows will be supported.
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Configuring the Warehouse Proxy agent

The next step after installing the Warehouse Proxy is to configure it to connect to
the database in order to insert and retrieve data from the database. The following
steps show how to perform the Warehouse Proxy agent configuration.

1. From the Manage Tivoli Enterprise Monitoring Services console, right-click
the Warehouse Proxy and select Reconfigure.

2. Click OK when you see the message shown in Figure 3-43.

IBM Tivoli Monito

Tivoll. software InstallShield Wizard Complete
. SOftware

Setup iz complete, See the Tivoli installation documentation for information on complating
configuring your system.

Firizh Cancel

Figure 3-43 Informational window display
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3. Configure the protocol communication between the TEMS and the

Warehouse Proxy as shown in Figure 3-44 and click OK.

Warehouse Proxy : Agent Advanced Configuration

— Prirnary TEMS Cannection

[ Connection must pass through firevealk

™ &ddress Translation Used

W Fratocol 1: ||P.P|PE =
v Protocaol 2 IIF'.SF'IF'E j
[~ Protocal 2: I j

—J¥ Optional: Secondam TEMS Connection

¥ Protocal 1; ||P.P|PE |
v Protocol 2: IIF'.UDF' j
™ Protocol 3: I j

0K I Cancel |
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4. Configure the Hub TEMS host name and the ports where the Warehouse
Proxy will connect and click OK.

Warehouse Proxy : Agent Advanced Configuration |
— Configure Primary TERS
 IP.UDP Setting = S Settings
Hostname or iy
1P Adiress Primam TER &
Fart # and/ar i j I etwork Kame I
Port Pools I :
L Hame I
Hastname or ID-_N._| RO
IP fddess T Hame [SHASOCKETS =l
Fart number I-I 18
LLozal LU Alias
_ [t required i usihg I
IF.SFIFE Setting defined default]
Histhiame ar IIZMIH
IF &ddiess
|3550 r Entry Optior
Fort rumter
& Usecaseastpped ¢ Conwert bo upper case

N
T Settings: | ok I Cancel

Figure 3-45 Warehouse Proxy agent Hub TEMS and port configuration

5. Click OK when you see the window shown in Figure 3-46.

Warehouse Proxy x|

@ Would vou like to configure vour ITM Warehouse ODEC data source?

fes o |

Figure 3-46 ITM Warehouse ODBC configuration confirmation window
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6. Select the database the Warehouse Proxy agent you will use (Figure 3-47).

=
| TaskiSubSystem | Zonfigured | Stakus | Startup | fccount | Deskiop | Hokskdby | Yersion
il warehouse Prory Database Self: x| velo
ing Agent i Localvstern Mo Yes ¥3.7.0
ration Agenk  Pi \S,\E:rceiﬁ'omz%?LZT;:;PESJIDCEB uzed for the LocalSyskem Mo Yes Y3.7.0
e System D, P ) Localswstern Mo Mo ¥1.1.0
e Server M., PI ~Datsbase Type——— LocalSyskem Mo Yes ¥1.1.0
E i Localswstern Mo Yes Yiz0
ing Server Tl Localswstern Mo Yes Y10

' SOL Server

' Dracle

" Dther database type

0K I Cancel

Figure 3-47 Database selection for Warehouse Proxy configuration
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7. Fill'in the following fields (Figure 3-50 on page 172) then click OK:
Data Source Name Leave as ITM Warehouse.

Database Name The name of the database the Warehouse Proxy agent
will use to store the data.

Admin User ID The database user administrator created during
database installation (default is db2admin for DB2).

Admin Password The user database administrator password.

Database User ID The user ID that will own the table made to store
warehouse data. This user must be created on the OS
first; refer to “Creating a Windows user” on page 165.
The default user is ITMUser.

Database Password The password of the Database user ID.

Note: After this step completed, the database and the associated tables
will be created on your database.

Configure DB2 Data Source for Warehouse x|

Data Source Mame:

Database Mame: IWarehous

Pleasze enter your D atabaze Administrator D and Fassword below:

Admin User |0; Idb2admin

Admin Password: I xxxxxxxx

Pleaze enter the Databaze User |0 and Pazsword required for
connecting o the “Warehouse Data Source:

Database Lser D I|TMUSBI

Database Pasaword: I xxxxxxxx

Reerter e
Password:

[+ Synchronize TEPS ‘W archouse [nformation

Ok, I Cancel |

Figure 3-48 Data source configuration window for the Warehouse Proxy
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8. Click OK on the next pop-up window stating that the Data Warehouse was
successfully completed, as shown on Figure 3-49.

Manage Tivoli Enterprise Monitor il

@ Successfully configured warehouse daka source

]

Figure 3-49 Warehouse configuration status message

9. Click Yes on the next window (Figure 3-50) to complete the configuration.

Warehouse Proxy =

@ Press ‘es to complete the configuration process or press Mo ko abort the configuration,

fes Mo |

Figure 3-50 Warehouse Proxy database configuration completion

10.Restart the Warehouse Proxy agent by double-clicking on it.

Important:
You can change the default ODBC data source name using the following
procedure:
1. Edit the Windows registry:
regedit
2. Find this registry key:
HKEY_LOCAL_MACHINE\SOFTWARE\CANDLE\KHD\Ver610\Primary\Environment

3. Double-click the string ODBCDATASOURCE and enter the ODBC data
source name of your choice.
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3.2.13 Summarization and Pruning agent installation and
configuration

The Summarization and Pruning agent is responsible for aggregating historical
data and for pruning to the size of the database according to the desired
guidelines. This installation is identical to the other agent installation. This section
focuses on how to configure your Summarization and Pruning agent.

Installing the Summarization and Pruning agent

Summarization and Pruning agent is similar to any other common agent. To
install it, follow the procedure described in “Installing TEMA on a Windows
server” on page 136 and use the next section, “Configuring the Summarization
and Pruning agent” to make the appropriate configurations.

Configuring the Summarization and Pruning agent

After the Summarization and Pruning agent is installed, configure when and how
data will be collected, aggregated, and pruned:

1. From your Windows desktop, click Start —» Programs — IBM Tivoli
Monitoring — Manage Tivoli Enterprise Monitoring Services.

On a Linux or UNIX system, cd to install_dir/bin. Type:

./itmcmd manage

Note: For more details about this command, execute this phrase:

itmcmd manage ?

Or see the IBM Tivoli Monitoring Installation and Setup Guide, GC32-9407.

2. Right-click Summarization and Pruning agent.

Chapter 3. Medium and large environment installation installaton 173



174

3. Click Reconfigure as shown in Figure 3-51.

k Manage Tivoli Enterprise Monitoring Seryices - TEMS Mo - |E||5|
Ackions  Options  Yiew Windows Help
Service/Application | TaskSubSyskem | Configured | Skatus | Startup
& Manitoring Sgent For DE2 Template
@ mmarizakbiac s 1 i, [ Auto
ko8 warshouse Proxy Start es (TEMS)  Started Auko
Stop
Recycle
Change Startup,.,
Change Starbup Parms. ..
Set Defaults For All Agents...
Configure Using Defaulks
b | Create Instance,, . j
Reconfigure with advanced cm v
[ N

Figure 3-51 Configuring through monitoring console

4. Click OK in the Advanced Configuration window (Figure 3-52).

fctions  Options  Wiew  Windows Help

Bso] x| A 2

ServicelApplication I Task)SubSystem | Configured | Skakus | Skarkup | Account | Deskiop I Hot
=2 yiarehouse Summarization and Pru...  Primary Yes (TEM3)  Stopped Auko LocalSystem Mo Mo
=2 YWarehouse Proxy Primary Yes (TEM3)  Started Auko Local3ystem Mo o
Bl S v o e house Summarization and Pruning Agent ; Agent Advanced € 1[ o
=2 WebSphere IV o
=2 webSphere It [ Primary TEMS Connection———————————— 1 Optionak: Secondary TEMS Connection o

Websphers Ir [ Connection must pasz thiough firewalk o
=2 AF/Remote Al o

(2 Tivoli Enterpri I™ | Address Translation Used

¥ Protocol 1: IIP_F‘IF'E 'l I~ Protocsl 1; I vI
¥ Protocol 2 IIF'_UDF' 'l = Protocal 2 I vI
[~ Protocol & I "l I~ Protocal 3 I YI

oK I Cancel |

Figure 3-52 Configuring Summarization and Pruning agent connection protocol

5. Click OK in the next window.
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6. Click Yes in the Warehouse Summarization and Pruning agent window to
configure the Summarization and Pruning agent.

7. On the Sources tab, enter the Tivoli Data Warehouse database and Tivoli
Enterprise Portal server information. Before performing any update, confirm
that the default configuration is accurate. If it is not, use the following
procedure to update the information:

a. Inthe JDBC™ drivers field:

Click Add to invoke the file browser window to select your JDBC driver.
The default is:

DB2: C:\Program Files\IBM\SQLLIB\java\db2java.zip
Click OK to close the browser and add the JDBC drivers to the list.

To delete a driver, highlight its entry in the JDBC drivers list and click
Delete.

This gives you the ability to collect JDBC drivers to communicate with your
Tivoli Data Warehouse database. JDBC drivers are installed separately
and each database provides a set of these JDBC drivers.

Notes:

2

If your Tivoli Data Warehouse database is on UNIX, find the
directory where your database is installed and in the jdbc drivers
directory, select only the db2jcc.jar and db2java.zip files. For
example: <db2installdir>/java/db2jcc.jar and db2java.zip.

If your Tivoli Data Warehouse database is on MS SQL Server, install
the JDBC drivers from the Microsoft SQL Server Web site. These
are the three files that you need:

— c:\Program Files\Microsoft SQL Server 2000 Driver for
JDBC\lib\msbase.jar

— c:\Program Files\Microsoft SQL Server 2000 Driver for
JDBC\lib\mssqlserver.jar

— c:\Program Files\Microsoft SQL Server 2000 Driver for
JDBC\lib\msuitil.jarv. In the pull-down list, select the type of
database for your Tivoli Data Warehouse.

b. Enter the Warehouse URL, Driver, Schema, user ID and password.

Important: During the configuration of the Warehouse Proxy, a database
user (called ITMUser by default) is created. The user ID that you enter here
must match that database user.
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c. Click Test database connection to ensure you can communicate with
your Tivoli Data Warehouse database.

d. Enter the Tivoli Enterprise Portal Server host and port if you do not want to
use the defaults.

Configure Summarization and Pruning Agent 10l =|
Sources I Defaults | Scheduling | Work Days | Addtionsl Parameters
JDBC Drivers C:Program FilesIBMISOLLIEYavaidhiava Zip

Aclel
Delete
Database JoEz2 =l
‘Warehouse LRL Iidbc:db2:wproxy
‘Warehouse Driver ICOM.ibm.db2.jdbc:.app.DEi2Driver
Warehouse User Icandle
Warehouse Pazsword I******
Test databaze connection
TEP Server Host IIocthost
TEP Server Port fraza
Save | Reload | Cloze |

Figure 3-53 Configuring agent TEPS and database connection
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8. Click the Defaults tab and select the settings for your summarization and
pruning information (Figure 3-53 on page 176).

£_Configure Summarization and Pruning Agent -0 x|
Scheduling | YWork Days | Additional Parameters

¥ Apply settings to default tables for &l agents
Collection Interval |1 3 minutes LI
Collection Location [TEma =l
Warehouze Interval |1 hour LI
FSummarization setting:
¥ Yeatly ¥ GQuarterly [ Morthly [V Weekly [V Daily ¥ Haourly
Pruning setting:
¥ Heep yearly data for |3 IYears LI
¥ Keep guarterly data for |3 IYears LI
¥ Keep monthly data for |3 IYears LI
¥ Keep weekly data for |2 IYears LI
¥ Heep daily data for |1 IYears LI
¥ Keep hourly data for |3 IMonths LI
¥ Keep detailed data for I? IDays LI
Reset to intial settings |
Save | Reload | Cloze |

Figure 3-54 Configuring how data will be collected and pruned

— Clicking Reset returns all settings in this window to the default settings.

— If you do not want to use the defaults, select the appropriate time periods
you want in the Summarization section to change your summarization
values.

— To change your Pruning settings:

i. Select the time periods for the pruning of your data: Keep yearly data
for, Keep quarterly data for, and so on.

ii. Enter the number of time periods you wish in the next field.

iii. Select the time period you wish. For example, if you want to prune
hourly data when it becomes 30 days old, select Hourly, keep 30 and
choose Days as the time period from the drop down list.

— Select Apply settings to default tables for all agents to keep the
changes you have made.

Chapter 3. Medium and large environment installation installation 177



9. Click the Scheduling tab and select the scheduling information (Figure 3-55).
— Schedule the agent to run every x days.

— Select the hour of the day that you want the summarization to run. The
default is to run every day at 2 a.m.

=10lx]

and Pruning Agel
Wiork Days | Additional Parameters

4. Configure Sum

Sources | Defaults
Schedule settings

Run every I 1 3: days
at |02 :00 33

Save | Reload I Cloze |

Figure 3-55 Scheduling the data collection and pruning

10.Click the Work Days tab (Figure 3-56 on page 179) and specify shift
information and vacation settings:

— Select day the week starts on.

— If you want to specify shifts, select Specify shifts. The default settings for
this field are listed in the Peak Shift Hours box on the right side of the
window. You can change these settings by selecting the hours you want in
the Off Peak Shift Hours box and clicking the right arrow button to add
them to the Peak Shift Hours box.

Note: Changing the shift information after data has been summarized
can create an inconsistency in the data. Data that has been collected
and summarized cannot be recalculated with the new shift values.
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— To change your vacation settings, select Specify vacation days. If you do
not want to set your vacation days, do not select this check box.

i. Click Yes or No to count weekends as vacation days.

ii. Click Add to add vacation days, and select the vacation days you want
to add from the calendar.

Note: On UNIX or Linux, right-click to select the month and year.

iii. The days you select appear in the box below the Select vacation days
field. If you want to delete any days you have previously chosen, select
them and click Delete (Figure 3-56).

4 Configure Summarization and Prunin 18] x|
Sources | Defaults | Scheduling Additional Parameters
‘Week starts on ISunday VI
Shift Information
v Specify shifts
off Peak Shift Hours——————— rPeak Shift Hours
0:00 - 900
1:00 10:00
2:00 11:00
300 B 12:00
4:00 = 1300
a:00 _— 14:00
6:00 15:00
700 1600
500 LI 17:00
—Wacation setting:
I Specify vacation days
Count vweekends as vacation |- LI
20051225
20050704
e ]
Delete
Save | Reload | Cloze I

Figure 3-56 Defining shift periods and vacation settings
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11.Click the Additional Parameters tab (Figure 3-57):

a. Specify the maximum number of rows that can be deleted in a single
database transaction. The values are 1 through n. The default is 1000.

b. Specify the age of the hourly and daily data you want summarized. Values
are 0 through n. The default is 1 for hourly data and 0 for daily data.

c. Choose the time zone you want to use from the pull-down list. If the Tivoli
Data Warehouse and agents that are collecting data are all not in the
same time zone, and all the data is stored in the same database, use this
option to identify the time zone you want to use.

4 Configure Summarization and Prunin =]

Sourcesl Defaultsl Scheduling | Wark Days | Addiional Farameters

Wazimum roves per database transaction |1 ang L\\g

Use timezone offset from IAgem j

Surntnarize hourly dsta older than |1 hours

Surninarize daily dsta older than ID days
Save | Reload | Close |

Figure 3-57 Configuring additional parameters
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12.Click Yes on the next window to save your configuration (Figure 3-58).

RO =1L

Bources | Defaults | Scheduling | work Days ~ Additional Parameters I

Pr mepegee ¥ alues changed

Hse timezon @ Ertries have changed. Click yes to save changes made. ]

Bummarize b hour:

Eummarize ¢ clays]

Figure 3-58 Saving the Pruning and Summarization agent configuration

12. The following buttons are visible only on a UNIX or Linux system:
— Click Save after you have all your settings correct.
— Click Reload to reload the original values.

— Click Cancel, at any time, to cancel out of the ConfigureSummarization
and Pruning agent window. You are prompted to save any data you have
changed.

Changing configuration settings using the History Collection
Configuration window in the Tivoli Enterprise Portal

To change the default data summarization, pruning configurations, or both after
installing the Summarization and Pruning agent, use the History Collection
Configuration window in the Tivoli Enterprise Portal.

3.2.14 Event synchronization installation

Event synchronization components enable IBM Tivoli Monitoring 6.1 to send
events to IBM Tivoli Enterprise Console server, as well as IBM Tivoli Monitoring
6.1 users to view events from IBM Tivoli Enterprise Console in the Tivoli
Enterprise Portal. Install the IBM Tivoli Enterprise Console on the event server
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and configure the TEMS to send events to the IBM Tivoli Enterprise Console
server to have those features available. Table 3-8 provides an overview of the
steps required to install and configure the IBM Tivoli Enterprise Console.

Table 3-8 TEC event synchronization installation and configuration steps

Step Reference

1. Gather information required during the “Information to gather before you
installation and configuration processes. begin” on page 182

2. Install the IBM Tivoli Enterprise Console on | “Installing event synchronization on
your event server. your event server” on page 183

3. Configure your monitoring server to forward | “Configuring the monitoring server
events to IBM Tivoli Enterprise Console. to forward events” on page 194

4. Start and stop IBM Tivoli Enterprise “Starting and stopping the process
Console on the monitoring server. that sends updates to a monitoring

server” on page 195

Information to gather before you begin

You need the following information to successfully install and configure event
synchronization between IBM Tivoli Monitoring and IBM Tivoli Enterprise
Console:

» Host names (or IP addresses), user IDs, and passwords for the monitoring
servers that you want to receive events from.

» Simple Object Access Protocol (SOAP) information to send events to a
monitoring server (the URL, the rate to send requests to the server).

» Event rule base information (either the name of a new rule base to create or
the name of an existing rule base to use).

Notes:

» If your IBM Tivoli Enterprise Console event server is running on Windows
2003 and you are planning to install the IBM Tivoli Enterprise Console
remotely (using a program such as Terminal Services to connect to that
Windows 2003 computer), run the change user /install command before
you run the installation. This puts the computer into the required “install”
mode. After the installation, run the change user /execute command to
return the computer to its previous mode.

» On a UNIX computer, you must configure your TCP/IP network services in
the /etc/hosts file to return the fully qualified host name.

182 Deployment Guide Series: IBM Tivoli Monitoring 6.1



Installing event synchronization on your event server
You can install the event synchronization either through an installation wizard or
from the command line.

Note: The IBM Tivoli Enterprise Console event server must be recycled during
this installation process.

Configuring SOAP on the Hub TEMS

Simple Object Access Protocol (SOAP) is a communications XML-based
protocol that enables applications to exchange information through the Internet.
SOAP is platform independent and language independent. SOAP uses XML to
specify a request and reply structure. It uses HTTP as the transport mechanism
to drive the request and to receive a reply.

By default, all monitoring servers are enabled for Web Services. Use the
following sections to configure IBM Tivoli Monitoring Web Services (SOAP
server) on Windows XP Professional Edition or Windows 2000 computers.

The instructions in this section assume that you have a basic understanding of
SOAP, XML and XML Namespaces, and the Web Services Description
Language (WSDL).

For complete information about customizing the SOAP interface for your site,
refer to IBM Tivoli Monitoring Administrator’s Guide, SC32-9408.

Table 3-9 outlines the steps required to configure SOAP.

Table 3-9 SOAP configuration steps

Steps References
1. Define the hubs with which your “Defining the Hub TEMS that
SOAP server communicates. communicate with SOAP” on page 183
2. Create users and grant them access. “Adding users” on page 184
3. Verify that you have successfully “Verifying the SOAP configuration” on
configured SOAP. page 185

Defining the Hub TEMS that communicate with SOAP

In this step you use Manage Tivoli Monitoring Services to activate the SOAP
server and define hubs with which the SOAP server communicates.

To define the SOAP hubs:
1. Open Manage Tivoli Monitoring Services.
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Right-click Tivoli Enterprise Monitoring Server.

Click Advanced — Configure SOAP Server Hubs.

Click Add Hub. The Hub Specification window opens.
Select the communications protocol from the Protocol menu.
Specify an alias name in the Alias field (for example: SOAP).

N o o~ oDb

If you are using TCP/IP or TCP/IP Pipe communications, complete the
following fields:

— Hostname/ip address: Corresponds to the host name or IP address of your
Hub TEMS.

— Port: Default is 1920 (as the one to connect to TEPS).

Note: If you are connecting to a remote monitoring server, the protocol
information must be identical to that used for the hub monitoring server.

8. Click OK.

Adding users
In this step you define users on each Hub and specify the access rights for each

user (query or update).
Use the following steps:

1. Select the server (click anywhere within the server tree displayed), if
necessary.

2. Under Add User Data, type the user name. User IDs must be identical to
those specified for monitoring server logon validation. Access is restricted to
only that monitoring server to which a user has access.

Attention: If you do not supply a user ID, all users are given permission to
update data.

3. Click the type of user access: Query or Update.

4. Click Add User. The server tree is updated, showing the user and type of
access.

To delete a user, select the user name from the tree and click Delete ltem.
To delete a hub, click anywhere in the hub’s tree and click Clear Tree.
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When done you should see a window similar to Figure 3-59.

IBM Tivoli Monitoring - InstallShield Wizard x|

User Data Encryption Key

Encryption iz used for all Secure Socket [S5L) connections with the Tivoli Enterprize Monitaring
Server, thereby protecting any sensitive data being transmitted. The encryption process uses a 32
character Encryption Key. You may uze the default as shown, or enter your own unigue 32
character key, excluding special characters = [equal] ' [quote] and . [commal.

Tivoll. software

i
;
K

Figure 3-59 SOAP server hub configuration

Key: |E 4 T ivvalitd onitaringE neryptionk.ey

P

< Back | Mesmt: | Cancel

Verifying the SOAP configuration

In this step you verify that SOAP has been configured properly by starting the
SOAP client and making a request using the Internet Explorer Web browser:

1. From your Hub TEMS type the following address in your Internet browser and
press Enter.

http://localhost:1920///cms/soap/kshhsoap.htm
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2. In the window that opens, enter the type of SOAP request and the endpoint

where you want to retrieve the data (Figure 3-60). Click Make SOAP
Request.

/3 CANDLE Generic SOAP Client - Microsoft Internet Explorer

File Edit V“ew Favorites Tools Help

QBack - &3 - [x] 2] | ) Search ¢ Favorites @8 Media 44 | - B
Address I@ http:fflocalhost: 1920/ fcmsfsoapkshhsoap. htm

B ‘Links »
Your Soap Response Payload: -

Enter your SOAP Request here:

IEnter SOAP request details manually below.. or select j
Endpoint:

Iberlin

Trterface

|cT_s0aP

Method:

|cT_Get b
Payload 2L

=5
<CT_Getr<useridrsysadmin</userid><password></pas ﬂ
swordr<objectrNanagediystem</objectr<target>Nana
gediystenlame</ target></CT_Get>

El

| Make SOAP Reguest I

=
4 | 3
Done

1;'5tart| j @ & Vo J @D:\IBM'\ITM‘\C..' H Manage Twoli‘..l BN CHWINDOW. . | ) soap_res2.h... ||@ CANDLE Gen... |iﬂ 4142 PM
Figure 3-60 SOAP Web interface configuration test
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3. This displays the page shown in Figure 3-61.

/3 CANDLE Generic SOAP Client - Microsoft Internet Explorer ] A MEIES]
File Edit Wew Favorites Tools Help | :f
OBack > |_1 Iill e | /- Search ' Favarites o Media £ | - B =
Address I@:ﬁ http: fflocalhost: 1920 femsfsoapfkshhsoap, htm j Go | Links **
»quest here: Your Soap Response Payload: =
<?xml wersion="1.0" encoding="UTF-3"2> fJ
<B0AP-ENV:Enwve lope =mlns:SOLP-

ENWV="http://schemas.xwmlsoap.org/ soap/enve lope/ ™
SOAP-
ENV:encodingStyle="http://schemas.xmlsoap.oryg/ soap/en
coding/ "> <30AP-ENV:Body><30AP-CHE: Success
xmlnz:30LP-CHK = "http://soaptestl/soaptest/"
xmlns="urn:candle-soap:attributes"><TLELE
name="043RV. INODES TS " -
<OBJECT>ManagedSystem</OBJECT>

<DATA>

<ROW>

<Timestamp>1050925160600000</ Timestamp>
<Name>CAIRO: DA</ Name>
<Hanaging_System>HUE_CAIRO<JHanaging_SyStem>
<ORIGINNODE>CAIRO: Ud</ORIGINNODE>
<Reason»FA</Reason>

<Statusr*OFFLINE</Status>

<Product>TH</Products>
<Version>06.01.00</Version>

<Type>V</ Type>
<HLOCFLAG>L</HLOCFLAG: k|
SOAP Response Headers -
Kl 3
L
& Done [ [ N Local intranet

ﬁestartl j B & Vi J QD:\,IBM'!,ITM\,C..' H Manage Tivoh...l B cwmpow.., | T soap_resz.ht... ||@ CANDLE Gen... m% 4142 PM
Figure 3-61 SOAP Response

Installing event synchronization from a wizard

Use the following steps to install event synchronization from the installation
wizard.

Note: If your IBM Tivoli Enterprise Console Server is a UNIX machine,
execute the following procedure using a local GUI or an X-Terminal.

1. On the event server, launch the IBM Tivoli Enterprise Console installation by
executing the following command:

cd $install_dir/unix/tec/
./setupAIX.bin

2. Click Next on the Welcome window.
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3. Select Accept in the license agreement window (Figure 3-62).

Software License Agreement |

Please read the accompanying license agreement carefully before using
the Program. By selecting "Accept' balow or using the Program, vou agree
to acceptthe terms of this agreement. If vou select"Decline", installation
will not be completed and you will not be able to uze the Program.

Intarnational License Agreement for Early Releasze of Programs

Fart 1 - General Terms

B DOWNLOADIMG, INSTALLING, COPYIMG, ACCESSING, OR USING THE PROGRAM

OU AGREE TO THE TERMS OF THIS AGREEMENT. IF YOU ARE ACCEFTING THESE
TERME ON BEHALF OF ANOTHER FERSON OF A COMPANY OR OTHER LEGAL
ENTITY, w¥OU REPRESENT AND WARRANT THAT wOU HAVE FULL AUTHORITY TO
BIND THAT PERSON, COMPANY, OR LEGAL ENTITY TO THESE TERMS. IF YOU DO
NOT AGREE TO THESE TERME,

DO MNOT DOWNLOAL, INSTALL, COPY, ACCESS, OR USE THE FROGRAM; AND

FROMPTLY RETURM THE PROGRARM TO THE PARTY FROM WHOM v0OU ACQUIRED | |
IT. IF vOU DOWHLOADED THE FROGRAM, CONTACT THE PARTY FROM WHOM vOU |

s

| Accept || Decline |

Figure 3-62 Event synchronization Software License Agreement window
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4. Click Next.

1BM Tivoli Monitoring - Installshield Wizard 5[
Choose Destination Location
Select folder where setup will install files. ?

Setup will install Tival products into the directony listed below. To install into this directary, click
Mext. To change directonies, click Browse and choosze another directory. B/ Tivoli does not
support long filenames faor thiz installation. Each directory and subdirectary must be eight or less
characters with ha embedded blanks or special characters. You can exit Setup by clicking Cancel.

’7D estination Faolder

C:ABRNITM Browsze...

< Back Cancel

Figure 3-63 Event synchronization configuration fields

5. Complete the fields and click Next.
Table 3-10 shows each configuration field and its respective description.

Table 3-10 Tivoli Enterprise Console event synchronization configuration fields

Fields Description

Name of the configuration file The name of the file where event synchronization
configuration information is stored. The default
name is situpdate.conf.

Number of seconds to sleep The polling interval, in seconds. The minimum (and
when no situation updates default) value is 1. If there are no situation events,
the process that forwards events to IBM Tivoli
Enterprise Console will rest for 1 second.
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Fields

Description

Number of bytes to use to save
last events

Number of bytes that the long-running process will
use when it saves the location of the last event it
processes. This value must be an integer. The
minimum (and default) is 50.

URL of the monitoring server
SOAP server

The URL for the SOAP server configured on the
computer where the monitoring server is running.
The default value is cms/soap. This value is used
to create the URL to which IBM Tivoli Enterprise
Console sends event information. For example,
http://hostname:port///cms/soap, where
hostname is the host name of the monitoring server
and port is the port used by that server.

Rate for sending events from IBM
Tivoli Enterprise Console to
TEMS via Web services

The maximum number of events sent to the
monitoring server at one time. The minimum (and
default) value is 10 events.

Level of debug detail for log

The level of information for event synchronization
that will be logged. You have the following options:
» Low (default)

» Medium

» Verbose
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http://hostname:port///cms/soap

6. Complete the information about the files where events will be written as
described in Table 3-11 when the window in Figure 3-64 pops up, and click

Next.

IBM Tivoli Monitoring - InstallShield Wizard x|

User Data Encryption Key

Tivoll. software Encryption iz uzed far a_II Secure So_c_ket [S5L) c_onneclion_s with the Tivali E_nterprise Ianitaring

a3 - vl Server, thereby protecting any zengitive data being transmitted. The encryption process uzes a 32
character Encryption Key. You may uze the default az shown, or enter your own unique 32
character key, excluding special characters = [equal] ' [quote) and | [comma).

Key: ] A oritaringE nemyphionk.e

< Back | Mest: | Cancel

Figure 3-64 Event synchronization cache file configuration window

Table 3-11 TEC event synchronization caches file config fields description

Fields Description

Maximum size of any The maximum permitted size, in bytes, for any one event
single cache file, in bytes cache file. The minimum (and default) value is 50000. Do
not use commas (as in 50,000) when specifying this

value.
Maximum number of The maximum number of event caches files at any given
cache files time. The minimum (and default) value is 10. When this
value is reached, the oldest file is deleted to make room
for a new file.
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Fields

Description

reside

Directory for cache filesto | The location where event cache files are located. The

default locations are as follows:

» On Windows:
C:\tmp\TME\TEC\OM_TEC\persistence

» On UNIX: /var/TME/TEC/OM_TEC/persistence

7. Provide the host name, user ID, and password for each monitoring server with
which you want to synchronize events and click Add. You must specify
information for at least one monitoring server. Figure 3-65 shows an example
of TEMS information during the event synchronization configuration.

Host name

User ID

Password
Confirmation

ser Data Encryption Key

woll. software

LN .

The fully qualified host name for the computer where the
monitoring server is running. This should match the
information that will be in events coming from this
monitoring server.

The user ID to access the computer where the monitoring
server is running.

The password to access the computer.
The password confirmation.

Encryption iz uzed for all Secure Socket [S5L] connections with the Tivali Enterprize b
Server, thereby protecting any sensitive data being transmitted. The encryption proces:
character Encryption Key. ou may uze the default az shown, or enter your own Unigug
character ke, excluding special characters = [equal] ' [quote] and . [comma).

Key: |IB MT ivalitd onitaringE noryptionk.ey

Encryption Key ﬂ

Encryption key is:
IEMTivoliMonitoringEncryptionk ey

Make Sure this key is used across the enterprise.

Figure 3-65 Event synchronization Tivoli Enterprise Monitoring Server information
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8. When you have provided information about all of the monitoring servers, click

Next.

9. Specify the rule base that you want to use to synchronize events
(Figure 3-66). You can either:

— Create a new rule base.

— Use an existing rule base. If you select to use an existing rulebase, the
IBM Tivoli Enterprise Console BAROC class files (omegamon.baroc and
Sentry.baroc [if not present]) and the omegamon.rls ruleset file are
imported into your existing rulebase.

We used the second option as we already have IBM Tivoli Enterprise Console
set up and running properly.

Installzhiglal

_JCreate a new rulebase {harme and path required)

(® lse Existing RuleBase (path is optional)

Eulebase MName
[Production

Eulebase Path

ST [ 4-r LI TMES/TEC fpraduction_rk

Browse

If an existing rulebase should be imported into the new rulebase, provide the
name of the rulebase ta import. ithis field is onky used if creating a new
rulebase)

Existing rulebase name to impart

< Back | Mext = | Cancel

Figure 3-66 IBM Tivoli Enterprise Console rule base configuration
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Notes:

» If you are creating a new rule base, type the name for the rule base you
want to create and the path to the new rule base location. You must specify
a location as there is no default.

» If you are using an existing rule base, type the name of the rule base.

» If you want to import an existing rule base into a new rule base, type the
name of the existing rule base in the Existing rulebase to import field. This
step is available only if you are creating a new rule base.

10.Click Next.
11.Click Next on the preinstallation summary panel. The installation begins.

12.When the installation and configuration steps have completed, click Finish on
the Summary Information window.

Note: If any configuration errors occurred during installation and configuration,
you are directed to a log file that contains additional troubleshooting
information.

If you did not configure the event forwarding during the Hub TEMS installation
and configuration, refer to “Configuring the monitoring server to forward events”
on page 194.

Configuring the monitoring server to forward events

Before the monitoring server forwards any situation events to IBM Tivoli
Enterprise Console, you have to enable that forwarding and the filtering of
events.

Enabling event forwarding
Use the following steps to enable event forwarding on your monitoring server:

1. From your Hub TEMS, in Manage Tivoli Monitoring Services, right-click the
monitoring server and click Reconfigure (Windows) or Configure (UNIX).

2. On the configuration options window, select TEC Event Integration Facility.
For UNIX, click the TEC tab to view this configuration option.

3. Click OK and then OK again.
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4. Complete the following fields on the IBM Tivoli Enterprise Console Server:
Location and Port Number window and click OK:

TEC Server Location

The host name or IP address (in dotted format, such as 0.0.0.0) for the
computer where the IBM Tivoli Enterprise Console event server is
installed.

TEC Port Number

The port number for the event server. Set this value to 0 (when your event
server is a UNIX server) unless the portmapper is not available on the
event server (as when the event server is running on a Windows server).
When you specify 0, the port number is retrieved by the portmapper.

If you want to use the default port (5529), edit the
tec_installdir/TME/TEC/.tec_config file on the event server and remove the
semicolon (;) from the following line: tec_recv_agent_port=5529. Port
5529 is often used when the event server is a Windows platform.

After you have done this, any error during the installation can be found in the
error log file, /tmp/tec_sync_install.log.

5. Click Finish.

Enabling event filtering

By default, all situation events are filtered out, meaning that they are never
forwarded to IBM Tivoli Enterprise Console. Use the following steps to change
the filtering on the TEMS servers that forward events to IBM Tivoli Enterprise
Console:

1. Open the om_tec.config file (located in <install_dir>\cms\TECLIB\ on
Windows and <install_dir>/tables/<tems_name>/TECLIB on UNIX).

2. Comment out the following line by adding a pound sign (#) in front of it:
Filter:Class=ITM Generic;master_reset_flag='';

3. Save and close the file.

Starting and stopping the process that sends updates to a
monitoring server

To send event updates to a monitoring server, you must start a long-running

process called Situation Update Forwarder. This process is started automatically
when the event server starts. To stop the process manually, change to the
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$BINDIR/TME/TEC/OM_TEC/bin directory (where $BINDIR is the location of the
IBM Tivoli Enterprise Console installation) and run the following command:
On Windows:

stopSUF.cmd

On UNIX:
stopSUF.sh
On Windows, you can also use the Tivoli Situation Update Forwarder service to

start or stop the forwarding of event updates. You can start and stop this service
either from the Windows Service Manager utility or with the following commands:

net start situpdate
net stop situpdate

To start the process, run the following command:

On Windows:

startSUF.exe config_file

On UNIX:
startSUF.sh config_file

Note: config_file is the name of the file where IBM Tivoli Enterprise Console
configuration information is stored. The default name is
/etc/TME/TEC/OM_TEC/situpdate.conf. Refer to Figure 3-63 on page 189 and
Table 3-10 on page 189 for more details.

3.2.15 Configuring the Hot Standby

196

The optional Hot Standby function enables you to maintain continuous availability
by defining a standby monitoring server to provide backup for your hub
monitoring server. If the hub monitoring server fails, hub functions automatically
switch to the standby monitoring server. IBM Tivoli Monitoring automatically
connects all remote monitoring servers and agents to the standby monitoring
server. There is no automatic switch that returns control to the hub monitoring
server when it is available. If you want to switch back to the hub monitoring
server, you must manually stop the standby monitoring server.

Configuring Hot Standby involves the following steps:

1. Install the monitoring server software on the systems you want to use as Hot
Standby (refer to “Installing the backup hub monitoring server” on page 197).
We assume that the primary Hub TEMS is already up and running.
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2. Configure Hot Standby on the hub monitoring server, the backup monitoring
server, and any remote monitoring servers associated with the hub
monitoring server; refer to “Configuring Hot Standby” on page 197.

3. Configure Hot Standby on any agents that are associated with the hub
monitoring server like the TEPS and the Warehouse Proxy agent; refer to
“Configuring the Warehouse Proxy” on page 199.

Note: TEMS Hot Standby is not supported on z/OS.

Installing the backup hub monitoring server

See “Installing and configuring a Hub TEMS on a Windows server” on page 14 or
“Installing a Hub TEMS on a UNIX server” on page 116 for information about
installing a hub monitoring server. When you are installing the backup hub
monitoring server, use identical values to those you used when installing the
primary hub monitoring server.

Configuring Hot Standby

Configure the hub server, the standby hub server, and any remote servers
associated with the hub server.

Note: The hub and standby monitoring servers should be configured as
mirrors of each other.

Configuring Hot Standby on a Windows TEMS
Use the following procedure to configure Hot Standby on a Windows TEMS:

1. In Manage Tivoli Monitoring Services, right-click the name of the hub
monitoring server and click Reconfigure (or Configure on UNIX).

2. Select Configure Standby CMS and specify the protocols used by the
standby server. These protocols should match those specified for the hub
server.

3. Click OK, then OK again on the message that is displayed.

4. Click OK on the window that displays the communication settings for this
server.

5. Type the host name or IP address for the standby monitoring server in the
Hostname or IP Address field and click OK.

6. Configure the Tivoli Enterprise Console server name and port in the next
window. The default will be the one you configure on your Hub TEMS.

7. Restart the monitoring server.
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8. Repeat these steps for the standby monitoring server and any remote
monitoring servers.

Configuring Hot Standby on a UNIX TEMS
Use the following procedure to configure Hot Standby on a UNIX TEMS:

1. From the $SCANDLEHOME/bin execute the following command:
./itmemd config -S -t tems_name

tems_name is the name of the TEMS hosted by the UNIX server. In
Example 3-14, server MADRID is being configured with server cairo as its Hot
Standby server.

Example 3-14 ./itmemd config -S -t HUB_MADRID output

[root@madrid] [/opt/IBM/ITM/bin]-> ./itmemd config -S -t HUB_MADRID
CandleConfig : installer level 400 / 100.

CandleConfig ¢ running aix516 jre.

Configuring CMS...

2. Press Enter if “LOCAL is the default. If not, type *LOCAL.

Hub or Remote [*LOCAL or *REMOTE] (Default is: *LOCAL): *LOCAL
TEMS Host Name (Default is: madrid):

3. Select your primary communication protocol.
Network Protocol 1 [ip, sna, or ip.pipe] (Default is: ip.pipe):
4. Select a secondary communication protocol.
Now choose the next protocol from one of these:
- -|p
- sna

- none
Network Protocol 2 (Default is: ip):

5. Select a third communication protocol.

Now choose the next protocol from one of these:
- sna
- none

Network Protocol 3 (Default is: none):

6. Choose the port used by the server being configured.

IP Port Number (Default is: 1918):
IP.PIPE Port Number (Default is: 1918):

7. Accept the default for the next option or enter the correct file name.

Enter name of KDC_PARTITION (Default is: null):
Enter path and name of KDC_PARTITIONFILE (Default is:
/opt/IBM/ITM/tables/HUB_MADIRD/partition.txt):
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8. Press Enter to accept the default.

Configuration Auditing? [YES or NO] (Default is: YES):
Now enter with the server host name used as hot standby (backup)
Hot Standby TEMS Host Name (Default is: milan):

9. Enter the communication protocol and the port (Example 3-15).

Example 3-15 Entering communication protocol and the port

Hot Standby Protocol 1 [ip, sna,ip.pipe or ip.spipe] (Default is: ip.pipe):

Now choose the next protocol from one of these:
_]p
- sna
- ip.spipe
- none
Hot Standby Protocol 2 (Default is: ip):

Now choose the next protocol from one of these:
- sha

- ip.spipe
- none

Hot Standby Protocol 3 (Default is: none):

Hot Standby IP Port Number (Default is: 1918):

Hot Standby IP.PIPE Port Number (Default is: 1918):

The next steps are similar to those in “Configuring the UNIX monitoring server’
on page 206.

Configuring the Warehouse Proxy

The Warehouse Proxy must be configured to point to a Secondary TEMS in case
the primary Hub TEMS fails and the Hot Standby takes place. Use the following
procedure to configure the Warehouse Proxy:

1. Open the Manage Tivoli Monitoring Services console from the Warehouse
proxy server, right-click on the Warehouse Proxy server, and click
Reconfigure.
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2. Click OK on the pop-up window.

IBM Tivoli Monitoring - InstallShield Wiza_'lﬁ

Tivoll. so InstallShield Wizard Complete

Setup iz complete. See the Tivali inzstallation documentation for information on completing
configuring your spstem.

x|

Finizh Cancel

Figure 3-67 Warehouse Proxy confirmation window configuration

3. The primary TEMS communication protocol is already defined. Check the
Optional Secondary TEMS Connection check box and configure the

communication protocol the secondary TEMS will be using as shown in
Figure 3-68.

Warehouse Proxy : Agent Advanced Configuration ﬂ

—Primary TEMS Connection——————— ¥ Optional Secondary TEMS Connection

[ iConnection must pass through firewalk

™| &:ddress Trarslation Used

¥ Protacol 1: IIP_PIPE v[ [¥ Protacol 1: IIP.PIF'E v[
¥ Protocol 2: IIP_SPIPE v[ [¥ Protocol 2: IIP.UDF' v[
™ Protocol 3 I 'l ™ Protocol 3 I VI

oK I Cancel |

Figure 3-68 Warehouse Proxy Secondary TEMS communication configuration
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4. Select OK on the next window or update the primary TEMS if it has changed
(Figure 3-69).

Warehouse Proxy : Agent Advanced Configuration ﬂ
r— Configure Primary TEMS

 IE.UDE Setting: = Shis Sefting:

Huastrname or =8 TEMS

IF &ddress IHELSlNKl et

I etwark Hame I
Fart # and/or
Fart Pools I‘I Silg j
L e I

 IP.PIPE Setting LUE2 LOGHMODE IEANETDES

Hostrname or IHELSINKI

IP Address TR Hame I SMASOCKETS j

Fart number I‘I 918

Local LU &ligs
. [mot required if using

—|P.5SPIPE Setting defined default]

Hostrname or IHELSINKI

IP Address

|3550 Entry Optior
Part number ”
’7 " Usecaseastyped ¢ [0 ‘

AT Setings | ok | cancel |

Figure 3-69 Warehouse Proxy primary TEMS configuration

5. Enter the secondary TEMS host name for each communication protocol
chosen in Figure 3-68 on page 200 and click OK.

6. The Warehouse Proxy is thus configured to connect to the secondary Hub

TEMS if the primary one fails.

Configuring the TEPS

The TEPS will have to be configured only if the primary Hub TEMS fails and the
standby Hub TEMS becomes the primary. Use the following steps to configure

the TEPS:

1. Open the Manage Tivoli Monitoring Services console.

o~ 0 DN
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Right-click the Tivoli Enterprise Portal Server service.
Select Reconfigure (Window) or Configure (Linux).

Specify the new Hub TEMS and click OK.
The window shown in Figure 3-70 on page 202 appears. Click OK.
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Note: Clicking OK as shown in Figure 3-70 on page 202 saves the user IDs,
queries, workspace, navigators, and terminal scripts in

%CANDLEHOME%\CNPS\CMS\TEMS_HOSTNAME_PORT\saveexport.sql.

(TEMS_HOSTNAME is the new TEMS host name and PORT is the port
number the TEPS will connect to the TEMS. For example:

F:\IBM\ITM\CNPS\CMS\MADRID 1918\saveexeport.sql

k Manage Tivoli Enterprise Monitoring Ser¥ic 10| x|
Actions  Options  View  Windows Help
| TEP Server Configuration |
| IP.UDF Setftings of the TEMS———————— St Seftings of the TERMS
Hostname or
IP Address IM'&DHlD M etvamrk ame I
Port # and/or 1918 j
Part Paals I . LU ame I
—|PPIPE CeMinas nftha TEMS LUEZ LOGMODE [FAMETRES
|
Hostname -
P Addres Do ywou wish o save the current TEP Server data before switching ko a different TEMS?
Mot daing sa will result in loss of customization
Part numk (User IDs, queties, workspaces, navigators, terminal scripks),
Mo
rIRSFIFE S
Hzstname or
| &ddress IBEHUN
Pt murmber 3IEED Entry Optios
’7 " Use case astyped (% Convert to upper case
NAT Setts 0Kk | Cancel |
4| | 1
|

Figure 3-70 TEPS configuration window database backup confirmation

6. From the Enterprise Monitoring Server console, restart the TEPS.

Note: You do not have to reconfigure the TEPS database.
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3.2.16 Installing and configuring the scenario 2 environment

This section describes the installation and configuration of IBM Tivoli Monitoring
6.1 components on an UNIX Hub TEMS environment.

Installing a Hub TEMS on a UNIX server

To install a Hub TEMS on a UNIX server, you can use either root or a different
user with the proper permissions on the IBM Tivoli Monitoring 6.1 files and
directories; see “Creating an IBM Tivoli account on UNIX servers” on page 98.

Use the following steps to install the monitoring server on a UNIX computer.

Notes:

» We will not show the installation of the Hub TEMS individually; we will only
focus on how to install a Hub TEMS on UNIX environment.

» This procedure is also valid for Linux servers, so we will not make any
distinction between UNIX and Linux configurations in this section.

1. In the directory where you extracted the installation files, run this command:
./install.sh

2. When prompted for the IBM Tivoli Monitoring home directory, press Enter to
accept the default (opt/IBM/ITM). If you want to use a different installation
directory, type the full path to that directory and press Enter.

Note: If the directory you specified does not exist, you are asked whether
to create it. Type y to create this directory.

This displays the prompt shown in Example 3-16.

Example 3-16 Select one of the following prompt

Select one of the following:

1) Install products to the Tocal host.

2) Install products to depot for remote deployment (requires TEMS).
3) Exit install.

Type 1 to start the installation process and press Enter. The following menu will
be displayed to you (only the relevant information are shown to you):

Example 3-17 Software Licensing Agreement

Software Licensing Agreement
1. Czech
2. English
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French

German

Italian

PoTlish

Portuguese

Spanish

9. Turkish

Please enter the number that corresponds to the Tanguage
you prefer.

O NOoOYOl B~ W

3. Type the number that corresponds to the language that you want to display
the software license agreement in and press Enter.

4. Press Enter to display the license agreement.
5. Type 1 to accept the agreement and press Enter. The message in
Example 3-18 appears.

Example 3-18 Preparing to install the Global Security Kit message

runGSkit : Preparing to install the Global Security Kit.
runGSkit warning: the 'root' ID or password is required for this phase,
continuing ...

Will enable automatic agent initiation after reboot.

Please enter root password or press Enter twice to skip.

Notes:

» If you are installing the IBM Tivoli Monitoring 6.1 with root user you will not
obviously be asked the root password for the GSKit installation.

» GSKit is Global Security Kit, an IBM toolkit that enables products to provide
secure connections over TCP/IP among IBM Tivoli Monitoring 6.1 components.

Two main functions to GSKit:

— A toolkit that can be used for Secure Socket Layer (SSL)
communications using public key encryption/decryption methodology

— Key management functions using iKeyman (a Java-based application
for managing keys and key requests)

6. Type the root password and press Enter if you want to use GSKit; otherwise
press Enter twice.
7. Type a 32-character encryption key and press Enter. If you want to use the

default key, press Enter without typing any characters.

Important: Save this key to use when you install the other components.
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8. Type the number for the operating system for which you want to install
products when the following menu is displayed, then press Enter.

Example 3-19 List of available OSs for IBM Tivoli Monitoring 6.1 installation

Product packages are available in /opt/itm6lsl/unix

Product packages are available for the following operating systems and
component support categories:

1) AIX R5.1 (32 bit)

2) AIX R5.1 (64 bit)

3) AIX R5.2 (32 bit)

4) AIX R5.2 (64 bit)

5) AIX R5.3 (32 bit)

6) AIX R5.3 (64 bit)

7) Solaris R10 (32 bit)

8) Solaris R10 (64 bit)

9) Solaris R8 (32 bit)

10) Solaris R8 (64 bit)

11) Solaris R9 (32 bit)

12) Solaris R9 (64 bit)
Type the number for the 0S or component support category you want, or type "q"
to quit selection

[ number "5" or "AIX R5.3 (32 bit)" is default ]: 5

Note: The default value is your current operating system.

9. Type y to confirm the operating system and press Enter. A numbered list of
available components is displayed.

10.Type the number that corresponds to the Tivoli Enterprise Monitoring Server
option and press Enter.

11.The available products to be installed are listed. You can choose more than
one product by typing their corresponding numbers separated by a comma or
a space. Example 3-20 shows the option list.

Example 3-20 Option list

The following products are available for installation:

1) Monitoring Agent for UNIX Logs V06.10.00.00

2) Monitoring Agent for UNIX 0S V06.10.00.00
3)Summarization and Pruning agent V06.10.00.00

4) Tivoli Enterprise Monitoring Server V06.10.00.00

5) Tivoli Enterprise Services User Interface V06.10.00.00
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6) Universal Agent V06.10.00.00

7) all of the above

Type the numbers for the products you want to install, or type "q" to quit
selection.

If you enter more than one number, separate the numbers by a comma or a space.

Type your selections here: 4

12.Type y to confirm your selection or n to restart.
13.When prompted, type a name for your monitoring server:
Please enter TEMS name: HUB_MADRID
Do not use the fully qualified host name. Press Enter.
14.After all of the components are installed, you are asked whether you want to
install components for a different operating system. Type n and press Enter.

Installation is complete. The next step is to configure your monitoring server.

Configuring the UNIX monitoring server
Use the following steps to configure the hub monitoring server.

Note: When we accept the default value on the various displayed options, we
just press Enter. Thus, for some cases in the following examples you will not
see any entry, because we simply press Enter.

1. Atthe command line, change to the opt/IBM/ITM/bin directory (or the
directory where you installed IBM Tivoli Monitoring, actually the
$CANDLEHOME/bin).

cd $CANDLEHOME/bin
2. Run the following command:
./itmemd config -S -t tems_name

This produces the message shown in Example 3-21.

Example 3-21 itmemd config output

CandleConfig : installer level 400 / 100.
CandleConfig ¢ running 116243 jre.
Configuring CMS...

Hub or Remote [*LOCAL or *REMOTE] (Default is: *LOCAL):*LOCAL
TEMS Host Name (Default is: madrid): (ENTER (hitted)

Choose *LOCAL (the default) as you are installing a Hub TEMS.
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3. Configure the communication protocol. Several options are offered: IP, SNA,
IP.PIPE,IP.SPIPE. Select your preferred protocol. Refer to “Communications
protocol selection” on page 22 for detailed information about protocol
specifications.

4. If you want to use a secondary protocol in case the first one fails, enter it at
the next option window (Example 3-22).

Example 3-22 Entering a secondary protocol

Now choose the next protocol from one of these:
_]p
- sna
- ip.spipe
- none
Network Protocol 2 (Default is: ip):

Now choose the next protocol from one of these:
- sna
- ip.spipe
- none
Network Protocol 3 (Default is: none):

Network Protocol 1 [ip, sna, ip.pipe or ip.spipe] (Default is: ip.pipe):
Now choose the next protocol from one of these:
_'|p
- sha
- ip.spipe
- none
Network Protocol 2 (Default is: ip):
Now choose the next protocol from one of these:
- sha
- ip.spipe
- none
Network Protocol 3 (Default is: none):

We have chosen IP.PIPE as the primary protocol and IP.UDP as the
secondary protocol.

5. Set the ports for the communication protocols you have chosen; the default is
1918. You can choose another port if you want to, but you have to remember
to use it when setting up the Remote TEMS and the TEMA that will be
connected to the Hub TEMS. We select the default configuration:

IP Port Number (Default is: 1918):
IP.PIPE Port Number (Default is: 1918):

6. You are asked for the name of KDC_PARTITION as shown in Example 3-23
on page 208. This is used in environments using NAT across a firewall. We
select the default.
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Example 3-23 KDC_PARTITION question

Enter name of KDC_PARTITION (Default is: null):
Enter path and name of KDC_PARTITIONFILE (Default is:
/opt/IBM/ITM/tables/REMOTE_EDINBURG/partition.txt):

Note: When IBM Tivoli Monitoring components need to communicate across a
firewall that performs NAT, those components must be able to retrieve an IP
address of the other component that is valid on its side of the firewall. To
support this capability, the location broker namespace is logically divided into
partitions with unique partition IDs. Partition IDs are specified using the
KDC_PARTITION environment variable. The partition file is the means to
insert appropriate IP addresses into the location broker namespaces.

7. If you want to use Configuration Auditing, type y and press Enter. Otherwise,
press Enter. (During the installation, we chose to audit the configuration.)

8. Press Enter to accept the default setting for Hot Standby (NO).

Tip: It is a good idea to wait until after you have fully deployed your
environment to configure Hot Standby for your monitoring server. See
3.2.15, “Configuring the Hot Standby” on page 196.

9. Press Enter to accept the default for the Optional Primary Network Name
(none).

10.Press Enter for the default security: Validate User setting (no). If you need to
use security validation in your environment, you can enable it after initial
configuration is complete. See “Configuring user security” on page 69 for
more information.

Note: If you enable the security validation, you must create on the server
the users who need to access the IBM Tivoli Monitoring 6.1 environment.

11.1If you will be using event synchronization to view situation events, type y and
press Enter to enable TEC Event Integration. Complete the following
additional steps:

a. Type the name of the IBM Tivoli Enterprise Console event server and
press Enter.

b. Type the port number for the event server and press Enter (if your event
server is using port mapper; for example on a UNIX server, the portis 0. or
if your event server is on a Windows machine the default port is 5529).
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Note: If your Tivoli Enterprise Console is not yet set up, you can skip
the previous section by typing NO and perform the configuration later
using the same procedure.

c. Press Enter to not disable the Workflow Policy/Tivoli Emitter Agent.

12.Type s to save the SOAP configuration and exit the configuration. We will
perform the SOAP configuration later, when configuring the event
synchronization.

Installing agent support on (seeding) the hub monitoring server

After you have configured the TEMS, you must install the application support.
Use the following steps to seed the hub monitoring server. Remember that
seeding adds product-specific data to the monitoring server.

1. Start the monitoring server by running the following command from the
$CANDLEHOME\bin directory:

./itmemd server start <tems_name>
2. Run the following command to start the seeding process:
./itmemd -t <tems_name> <pc pc pc>

In this command, tems_name is the Hub TEMS name and pc is the product
code for each agent whose data you want to send to the monitoring server.
(You can retrieve the information by executing the command cinfo -1i).

Note: Seed the server with all available pc codes in advance.

3. Stop the monitoring server by running the following command:
./itmemd server stop <tems_name>
4. Restart the monitoring server by running the following command:

./itmemd server start <tems_name>
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When you are done with the Hub TEMS, refer to Table 3-12 for installing the rest
of the components.

Table 3-12 How to install IBM Tivoli Monitoring 6.1 components in scenario 2

Components References

Install and configure the “Installing and configuring the scenario 2

second UNIX Hub TEMS. environment” on page 203

Install and configure the “Installing a Remote TEMS on a Windows and UNIX

remote TEMS. server” on page 116

TEPS “Tivoli Enterprise Portal Server - TEPS” on page 121

TEMAs “Tivoli Enterprise Monitoring Agent” on page 129 and
“Deploying TEMA from the command line interface”
on page 158

TEP “Tivoli Enterprise Portal (TEP)” on page 160

Warehouse Proxy agent “Warehouse Proxy installation and configuration” on
page 164

Summarization and Pruning “Summarization and Pruning agent installation and

agent configuration” on page 173

Event synchronization “Event synchronization installation” on page 181

Hot standby “Configuring the Hot Standby” on page 196

3.2.17 Replacing a Hub TEMS server with a new one

For any reason (hardware upgrade, for example) if you want to replace your Hub
TEMS server with a new one from the same platform or a different platform, IBM
Tivoli Monitoring 6.1 allows you to do so. This section describes the procedure
we followed to replace our scenario 1 implementation (Windows TEMS servers)
with scenario 2 (UNIX TEMS servers).

1. Install, configure, and seed the Hub TEMS on the madrid and milan servers.
Depending on the platform you are using, refer to “Installing and configuring a
Hub TEMS on a Windows server” on page 102 or “Installing a Hub TEMS on
a UNIX server” on page 203.

2. Stop all Remote TEMS (copenhagen and edinburg) using either the Manage
Tivoli Enterprise Monitoring Services console or, for UNIX servers, use the
following command:

itmemd server stop tems_name

tems_name is the of the TEMS host by the server your are stopping its TEMS
service.
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. Stop the TEPS, Warehouse Proxy agent, and Summarization and Pruning
agent from the Manage Tivoli Enterprise Monitoring Services console.

. Stop the Hub TEMS (cairo and helsinki) using Manage Tivoli Enterprise
Monitoring Services console or itmemd command for UNIX servers as
describe previously.

. Configure the Remote TEMS (copenhagen and edinburg) to point to your new
Hub TEMS (madrid and milan primary and Hot Standby TEMS, respectively).
Use the Reconfigure option on the Manage Tivoli Enterprise Monitoring
Services console on UNIX servers or the following procedure on UNIX
servers:

itmemd config -S -t tems_name

. Configure the Warehouse Proxy agent and Summarization and Pruning agent
to point to the primary and Hot Standby TEMS (madrid and milan)
respectively. This operation is performed using the Manage Tivoli Enterprise
Monitoring Services console.

. Using the Manage Tivoli Enterprise Monitoring Services console, configure
the TEPS to point to madrid.

Important: Before pointing TEPS to the new TEMS, you must save TEPS
data using the migrate-export.bat facility, which detects the TEPS database
and creates the SQL file script that will be used to restore your TEPS
services. Use the following procedure to back up and import the data:

» Saving TEPS data
Use the following procedure to back up your TEPS database:
— c¢d to %CANDLEHOME%/CNPS
— Run migrate-export.bat

The migrate-export.bat facility stops the TEPS, creates a
saveexport.sql, and restarts the TEPS.

» Importing backup data
Use the following procedure to restore your TEPS initial state:

— Import the data back into TEPS by copying the presentation files
back to the CNP directory.

— Copy the saveexport.sql file to the % CANDLEHOME%\cnps\sqllib
directory and run migrate_import.bat.

If you are using Linux as your TEPS, read $CANDLEHOME instead of
%CANDLEHOME%.
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8. Configure cairo to become a Remote TEMS. This is done using the Manage
Tivoli Enterprise Monitoring Services console or itmcmd on a UNIX server.
This step can be skipped if you do not want to reconfigure any of your old Hub
TEMS to a Remote TEMS.

9. Configure agents on oslo and dakar to point to cairo and copenhagen, the
primary and secondary Remote TEMS respectively. You do not have to
reconfigure your agents to point to the new Hub; this operation was done to
check whether the remote TEMS cairo is working as expected.

10.Start the Remote TEMS (edinburg, copenhagen, and cairo). Use the Manage
Tivoli Enterprise Monitoring Services console or the itmemd command for
UNIX servers.

11.From the Manage Tivoli Enterprise Monitoring Services console, start the
Warehouse Proxy agent, Summarization and Pruning agent, and TEPS.

Notes:

» This procedure is recommended only if you want to change your
platform’s Hub TEMS. If you want to build a two-Hub TEMS
environment, you can install it from scratch.

» We were able to get all of the agents (from scenario 1) back up and
running; we had to restart a few agents to have them reconnected.
Others reconnected automatically.

» We lost our situations, workspace, and collections configuration
because we did not save it to transfer it later on the new Hub TEMS.

Tips:
» If you want to change your Hub TEMS environment, back up the entire
environment and plan the transition very carefully.

» If you are replacing one Hub TEMS with another one with the same
platform and configuration (host name, TCP/IP configuration), you can
back up the CANDLEHOME directory from the current Hub TEMS and
restore it later onto the new Hub TEMS.

» If the new and old TEMS are installed on the same platform (such as
both UNIX or Windows). you can back up your candle database from
your current Hub TEMS and restore it later onto the new Hub TEMS.
You must copy the following files from your old HUB TEMS.

Windows: %CANDLEHOME%/CMS/QA1*.db and QA1*.idx
UNIX: SCANDLEHOME/tables/TEMS_NAME/QA1*.db and QA1*.idx
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3.3 Uninstalling IBM Tivoli Monitoring 6.1

In this section we uninstall IBM Tivoli Monitoring 6.1, both the whole environment
and individual components.

3.3.1 Uninstalling the entire IBM Tivoli Monitoring environment

Use these procedures to remove the entire IBM Tivoli Monitoring environment.

Uninstalling the environment on Windows

Use the following steps to uninstall IBM Tivoli Monitoring from a Windows
computer:

1.

8.

o 0~ w0 Db

From the desktop, click Start — Settings — Control Panel (for Windows
2000) or Start — Control Panel (for Windows 2003).

Click Add/Remove Programs.

Select IBM Tivoli Monitoring and click Change/Remove.
Select Remove and click Next.

Click OK.

After Tivoli Enterprise services have stopped, you are asked if you want to
remove the Tivoli Enterprise Portal database. Click Yes.

Type the password for the DB2 administrator in the Admin Password field and
click OK.

A pop-up window, indicating that GSKit is being uninstalled, is displayed.
Select Yes to restart your computer and click Finish.

Uninstalling the environment on UNIX

Before executing the uninstallation procedure, make sure that all IBM Tivoli
Monitoring 6.1 components are shut down.

1.

Stop the agent by executing this command from $CANDLEHOME/bin:
./itmemd agent stop pc

pc is the product code (Iz, ux, ul, um, ui, ¢j, and so on).

Stop the TEMS by executing this command from $CANDLEHOME/bin:
./itmemd server stop TEMS_NAME

Run the following command:
./uninstall.sh

A numbered list of product codes, architecture codes, version and release
numbers, and product titles is displayed for all installed products.
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4. Type the number for the installed product that you want to uninstall. Repeat
this step for each additional installed product you want to uninstall
(Example 3-24).

Example 3-24 Uninstalling the environment on UNIX

kkkkkkkkhkkk Mon OCt 10 15:08:29 EDT 2005 kkhkkkkkkkhkkkhkkhkhkkhkkx

User : itmuser Group: itmuser

Host name : edinburg.itsc.austin.ibm.com Installer Lvl: 400 / 100
CandleHome: /opt/IBM/ITM

B R R R R R R R R R R R S

...Products available to uninstall

Num Product [ Code Platform Version:Release Description ]

1 cj 116243 v610:r172 Tivoli Enterprise Portal Desktop Client

2 1z 116263 v610:r115 Monitoring Agent for Linux 0S

3 ms 116243 v610:r215 Tivoli Enterprise Monitoring Server

4 sh 116243 v610:r215 Tivoli Enterprise Monitoring SOAP Server
5 uf 116243 v610:r100 Universal Agent Framework

6 ui 116243 v610:r194 Tivoli Enterprise Services User Interface
7 um 116243 v610:r229 Universal Agent

Enter number for a product to uninstall or "EXIT" to exit: 1
Confirm: ¢j 1i6243 v610:rl172 Tivoli Enterprise Portal Desktop Client ... OK
to delete? [y/n]: y

5. When finished, restart the computer to complete the uninstallation.

Notes:

» If for any reason the UNIX uninstallation is not successful, run the following
command to remove all IBM Tivoli Monitoring directories:

rm -r $CANDLEHOME

» If you are uninstalling the components using a user ID different from root
user you might have errors like the following:

rm: cannot remove ~/etc/rc0.d/K10ITMAgentsl': Permission denied
rm: cannot remove ~/etc/rcl.d/K10ITMAgentsl': Permission denied
rm: cannot remove ~/etc/rc2.d/S99I1TMAgentsl': Permission denied
rm: cannot remove ~/etc/rc3.d/S99I1TMAgentsl': Permission denied
rm: cannot remove ~/etc/rc4.d/S99I1TMAgentsl': Permission denied
rm: cannot remove ~/etc/rc5.d/S99I1TMAgentsl': Permission denied
rm: cannot remove ~/etc/rc6.d/K10ITMAgentsl': Permission denied
rm: cannot remove ~/etc/init.d/ITMAgentsl': Permission denied

Contact your system administrator to remove those files.
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3.3.2 Uninstalling an individual agent or component

Use the following procedures to remove an agent or other individual IBM Tivoli
Monitoring component from your computer.

Uninstalling a component on Windows

Use the following steps to remove a component on a Windows computer. You
can uninstall a single agent or the entire agent bundle (such as IBM Tivoli
Monitoring for Databases).

1. From the desktop, click Start — Settings — Control Panel (for Windows
2000) or Start — Control Panel (for Windows 2003).

2. Click Add/Remove Programs.
3. Do one of the following:

— To uninstall a single IBM Tivoli Monitoring component, such as the portal
server or portal client (but not all components), select IBM Tivoli
Monitoring.

— To uninstall an agent bundle or a specific agent, select the agent bundle.
4. Click Change/Remove.
5. Take one of the following steps:
— To uninstall a specific agent or component, select Modify.
— To uninstall the entire agent bundle, select Remove.
6. Click Next.
7. Do one of the following:

— If you are uninstalling an agent bundle, click OK to confirm the
uninstallation.

— If you are uninstalling an agent or component, do the following:

i. Foran agent, expand Tivoli Enterprise Monitoring Agents and select
the agent you want to uninstall.

ii. For a component, select the component (such as Tivoli Enterprise
Portal Desktop Client).

iii. Click Next.
iv. Click Next on the confirmation screen.

v. Depending on the remaining components on your computer, there
might be a series of configuration panels. Click Next on each.

8. Click Finish to complete the uninstallation.
9. Restart the computer to complete the uninstallation.
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Note: When removing a specific component (Modify/Remove), do not
unselect any component other than the one you are removing. Deselecting
any other component will uninstall it from the machine.

Uninstalling a component on UNIX

Use the following steps to remove a component from a UNIX computer. You can
uninstall a single agent or the entire agent bundle (such as IBM Tivoli Monitoring
for Databases).

1. From a command prompt, run the following command to change to the
appropriate /bin directory:

cd $CANDLEHOME/bin
$CANDLEHOME is the path for the home directory for IBM Tivoli Monitoring.
2. Run the following command:
./uninstall.sh

A numbered list of product codes, architecture codes, version and release
numbers, and product titles is displayed for all installed products.

3. Type the number for the agent or component that you want to uninstall.
Repeat this step for each additional installed product you want to uninstall.

4. Restart the computer to complete the uninstallation.

3.3.3 Uninstalling TEC event synchronization

Use the following steps to uninstall the event synchronization from your event
server:

1. Stop event synchronization on the event server by running the following
command:

On Windows:
<tec_installdir>\TME\TEC\OM_TEC\bin\stop.cmd

On UNIX:
<tec_installdir>/TME/TEC/OM_TEC/bin/stop.sh

2. Run the following uninstallation program:

On Windows:
<tec_installdir>\TME\TEC\OM_TEC\_uninst\uninstaller.exe

On UNIX:
tec_installdir/TME/TEC/OM_TEC/_uninst/uninstaller.bin
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tec_installdir is the location of the IBM Tivoli Enterprise Console installation.
3. Follow the prompts in the uninstallation program.

Notes:

» You can also run this uninstallation program in silent mode (by running the
program from the command line with the -silent parameter) or in console
mode (by using the -console parameter).

» You must stop and restart the event server for these changes to take effect.

» If your event server is running on an HP-UX computer, ensure that the
_uninst and _jvm directories are successfully removed by the uninstallation
program. If they are not, manually delete these directories.
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Working with IBM Tivoli
Monitoring 6.1

In this chapter we show how to work with IBM Tivoli Monitoring 6.1. First we
describe the Tivoli Enterprise Portal client, then we use some examples to
describe how to work Tivoli Enterprise Portal client. Finally, we discuss IBM Tivoli
Data Warehouse.

This chapter has the following sections:

» Understanding Tivoli Enterprise Portal client

» Working with Tivoli Enterprise Portal
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4.1 Understanding Tivoli Enterprise Portal client

The Tivoli Enterprise Portal client provides a user interface for IBM Tivoli
Monitoring 6.1. In this section, we cover how to get logged on to Tivoli Enterprise
Portal and describe what we see.

4.1.1 Launching Tivoli Enterprise Portal

As we discussed in 2.2.2, “Launching Tivoli Enterprise Portal” on page 77, we
can access Tivoli Enterprise Portal as either a desktop or Web-based
application. The desktop version, which requires installing the client on a
workstation, gives you more area to configure the workspace and requires more
maintenance than Web-based. The Web-based is available via Internet Explorer
and can be accessed by any workstation that has access to Tivoli Enterprise
Portal Server.

You can use the following to launch Tivoli Enterprise Portal:

» “Launching Tivoli Enterprise Portal from Internet Explorer” on page 77
» “Launching Tivoli Enterprise Portal Client desktop application” on page 80

220 Deployment Guide Series: IBM Tivoli Monitoring 6.1



4.1.2 Tivoli Enterprise Portal components

After logging on to the Tivoli Enterprise Portal, we see the window shown in
Figure 4-1.
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Figure 4-1 Tivoli

Enterprise Portal desktop application

The three main components in Tivoli Enterprise Portal are the Navigator,
workspace, and views.

Navigator

You can navigate through this tree view of the monitored environment by clicking
items, each of which opens a different workspace. Navigator has two view
choices: physical and logical.
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Physical view

This shows the network hierarchy from a system point of view. It is organized by
operating platform, system name, monitoring agent, and attribute groups.

Logical view
This enables you to organize your view according your logical hierarchy. For
example, you could have a Navigator view for your departments.

Workspace

The workspace is the working area of the Tivoli Enterprise Portal window. Its
panes show different types of views. Every time you select a Navigator item, you
change the Workspace appearance.

Views

A view is a pane in the workspace that could contain data from a monitoring
agent such as a chart or table. There are non-data views such as the browser
view and terminal view.

4.2 Working with Tivoli Enterprise Portal

This section walks you through some examples of working with IBM Tivoli
Monitoring 6.1 using the Tivoli Enterprise Portal desktop application.

4.2.1 Creating a new workspace and adding custom views

222

First, we create a new workspace and add custom views.

Navigating through workspaces

Navigating means to select or expand the items under Navigator. When you
select or expand an item in Navigator, its default workspace opens. A Navigator
item may have multiple workspaces and it may have links to other workspaces.
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Expanding and collapsing the tree
Figure 4-2 shows the first view of Navigator upon starting Tivoli Enterprise Portal.

(ﬁ Erterprize

Windows Systems

=€:g'§ Physical I

Figure 4-2 Navigator view

Expand = each level of the Navigator until you reach the lowest level
(Figure 4-3). You can also collapse the Navigator tree by clicking = .

(lﬁEnterprise

Windows Systems
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Bg Windows 05

—IEk; Disk
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ISk Merory
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—IE} Prirter
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ch'g Physical I

Figure 4-3 Navigator Lowest Level
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Navigating through the workspaces

When you select an item under the Navigator tree, a new workspace opens.
Views change every time you select a navigator item. Select B memory to open a
workspace with views related to Memory attributes, as shown in Figure 4-4.
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Figure 4-4 Selecting the Memory attribute

Saving the workspace

When you navigate from one workspace to another, the system warns about
changing the workspace and asks whether to save. Also, you can save the
workspace manually by selecting File - Save Workspace, or create a new
workspace following these instructions:

1. Launch the Tivoli Enterprise Portal desktop client.
2. In the Navigator, select @ Enterprise.
3. In the menu bar, select File — Save Workspace As.
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4. Click Yes in the Save Workspace message (Figure 4-5).

Save Workspace |

@ HPWITh 354 This wworkspace has been marked as read-only and cannat be modified.
Do wou weant to create and save a nevy warkspace with your changes?

Mo | Cancell

Figure 4-5 Save Workspace message

5. Type the name of this workspace as NewWorkspace, type a description (such
as Saving Workspace example), and click OK as shown in Figure 4-6.

#} save Workspace As |
Wiarkspace [dentity
Marme: INewﬂ.r'\forkspace
Description: ISaving Workspace example ﬁ

Wiarkspace Options
[~ Assign as defautt for this Mavigstor ke

[T Do nct allow modifications

[~ Orly selectable as the target of a Waorkspace Link

Cancel Help

Figure 4-6 Save Workspace As

6. Close Tivoli Enterprise Portal: Select File — Exit and click Yes.

Note: The title bar now shows the name of the saved workspace as
NewWorkpace.

Selecting the workspace
The default workspace is the System Enterprise Workspace. To select other
workspaces:

1. Launch the Tivoli Enterprise Portal desktop client.
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2. In the Navigator, right-click @y Enterprise and select Workspace —
NewWorkspace as shown in Figure 4-7.
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Figure 4-7 Selecting the workspace

Note: According to Navigator item we could have other workspaces.

Working with views

Several kinds of views can be added in the workspace. In the next steps we show
how to add a view.

View types
The workspace has the following views:

=] The Tivoli Enterprise Console view displays events from
the Tivoli Enterprise Console Server and can integrate
them with situation events from the Tivoli Enterprise
Monitoring Server.

ez et 1T g | Table view and chart views display data that the
monitoring agents have gathered from the systems where
they are running. They can also show data from any
ODBC-compliant database you write a custom query for.
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]

o]

The Notepad view opens a simple text editor for writing
text that can be saved with the workspace.

The Message log view shows the status of all situations
distributed to the managed systems in your enterprise.

The Situation event console view shows the status of all
situations associated with items on this branch of the
Navigator view, and has tools for instant filtering and event
handling.

The Universal message console view shows situation and
policy activity, and messages received as the result of
universal message generation.

The Graphic view places Navigator items as icons on a
map or picture of your choosing.

The Take action view enables you to send a command to
a managed system.

The Terminal view starts a 3270, 5250, or Telnet session,
and enables you to write scripts for working with z/OS
applications.

The Browser view opens the integrated browser for
accessing Web pages.

We can add as many views to a workspace as you can easily see within the
confines of the window.

Adding a non-data view
Open the workspace where you want the view.

1.
2.
3.

In the Navigator, expand @ Windows System.
Select KCBDONR.
In the toolbar, select the El Situation Event Console view.

Note that when you select a view, the [ mouse pointer changes to 4 a
pointing finger.
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4. Click inside the view at the right side of the top plane. This view becomes a
Situation Event Console view, as shown in Figure 4-8.
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Figure 4-8 Adding a view

5. Click File — Save Workspace to save that change.

4.2.2 Working with queries

The chart and tables views show the attribute values from Tivoli Monitoring
Agents or ODBC data source. Your IBM Tivoli Monitoring products come with
queries that are used to populate the table and chart views in workspaces. When
we add a table or a chart view over a non-data view (as Message Log or Notepad
view) we have to define the query. So before we show you how to add a data
view, we install IBM Tivoli Monitoring Agent for Databases.
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Working with data view
This section shows how to add a view that queries for Monitoring Agent data.

Adding table view
1. In the Navigator, expand Windows System.

2. Select 5, KCBDONR.
3. In the toolbar, click the Eg Table view.
4

. Click inside the view at the left side of the bottom plane. This opens the Select
option window (Figure 4-9). Click Yes.

Select option x|
@ fszigh the gquery now?
[~ Mever show this message agsin.
Mo |

Figure 4-9 Assigning a query
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5. In Properties - KCBDONR (Figure 4-10), select Click here to assign a query

in the middle of the window.
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Figure 4-10 Click here to assign query
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6. The Query editor opens as shown in Figure 4-11.
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Figure 4-11 Query Editor

7. Select the 5] Create Query icon to open the Create Query window. Name
that query Service_status_example and choose Service status.

Attention: Changing queries affects every view where this query is being
used. Be careful because it can change other users’ views.

8. In the Category, select Windows OS.
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9. For Data Sources, select TEMS as shown in Figure 4-12 on page 232 and
click OK.
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Figure 4-12 Create Query
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10.The Select attribute window opens. Select Attribute Group NT Services and

press the CTRL key to also select Attribute items Current State, Display

Name, Server Name, and Service Name, as shown in Figure 4-13. Click OK

to finish the selecting attributes.

Note: Monitoring agents are made up of attributes that represent the

properties of systems or networks, such as the amount of CPU usage or

the message ID.

Attributes are organized into attribute groups. The attributes in a group can
be displayed in a table view or chart view or used to specify a condition for
testing in a situation. When you open the view or start the situation, data

samples are taken of the selected attributes. IBM Tivoli Monitoring comes
with a set of common attribute groups that can be applied to any managed
system.
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Figure 4-13 Selecting attributes
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11.The new query now appears in the Query Editor (Figure 4-14), and it must be
configured.
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Figure 4-14 New query
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12.In Specifications, click the Current State column and change the operator to
= (Not equal) and type Stopped.

13.Click the Server Name column. Type $NODE$ and leave the operator as ==
(equal signs), as shown Figure 4-15.

14.Click Advanced.
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Figure 4-15 Query Editor Specification
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15.In the Advanced Options window, sort by Ascending and Display_Name
(Figure 4-16). Click OK.
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Figure 4-16 Advance Options
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16.The Preview shows any Service with Service Status as Stopped.

17.We can filter this to track certain services’ status. Click the Filters tab. Under
and type Messenger as shown in Figure 4-17.
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Fritnamy KCEDOMRNT | Stopped aspnet_state ABP.MET State Service :l
Primarny KCBEDOMR:NT | Stopped Alerer Alerter =
Primary KCEDONR:NT | Stopped Apphgmt Application Management
Primary KCEDONRE:NT | Stopped Appniode Appnitode
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Prlmant KCEDOMR:MT | Stopped ClipSre ClipBook Ll
Ok Cancel Apply Test | Help |

Figure 4-17 Filter Service Name

18.Click the Style tab to change the table name. In the Options, select the Show
check box, in the Title types select Service Status Stopped, and click OK.
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Now we have the Services Status Stopped table view added. Select File — Save
Workspace to save this last configuration.

Because Messenger service is running, we cannot see any rows in table view, as
shown Figure 4-18.

F: KCBDONR - KCEDONR - SYSADMIN = |EI|£|
File Edit “iew Help

G2 OHEDE$ 3B 20049 3w ERE

HES Wiewy: IPhysicaI LI m B8 @ Situation Event Conzole
® & QA D |® &AX | @ |TotalEvents: 0 | tem Fiter

SLEIES Status | Situation Name | Display item | Source | Impact | open:

=(§§ Phyzical I ll | _,I

S Service Status Stopped Motepad

Service Status Stopped

Serer Mame Cé‘tgfem Serice Mame | Dizplay Mame

| [(® Hub Time: Thu, 11/03/2006 04:51 PA{§le Server Available | KCBDONR - KCBDOMR - SYSADMIN

Figure 4-18 New view - Service Status Stopped

We can reproduce the service stopping to see the view behavior.
1. In Windows click Start — Run and type c¢md in the Open window.

2. Click OK.

3. At the command prompt, type net stop messenger. The following message
appears:

The Messenger service is stopping.
The Messenger service was stopped successfully.
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4. Open Tivoli Enterprise Portal Client (Figure 4-19), which shows the service
listed as stopped.

F= KCBDOMR - KCBDONR. - SYSADMIN = | Ellil
File Edit “iew Help

¢:9:  IDODMeAED 200d SEQLUEOLEE

HES WiEy: IPhysicaI LI 0 d @ Situstion Event Conzole
@& @AD|® FudX | @ |TotaEvents: 0 | tem Fitter
Enterprise Statusl Situation Namel Display Iteml Snurcel Impactl Qpent

Wilnclowes Systems

22 Service Ststus Stopped Maotepad
Service Status Stopped
Current ; ]
Server Mame State Service Mame | Di
Primary KCBDOMNR:NT | Stopped | Messenger hil¢

Kl | i

| [ Hub Time: Thy, 11/03/2005 05:17 PM{§l Server Available KCBDONR - KCBDONR - SYSADMIN

Figure 4-19 Service stopped

Adding a chart view
Now that we have a table view, we can add a chart view in our workspace.

1. In Tivoli Enterprise Portal, select the # Pie Chart view and click in the right
side at the bottom. Answer Yes to the Assign query now question.

2. In the Properties window, click Click here to assign a query.

3. In the Query Editor Navigator, expand Windows OS — NT Logical Disk —
Logical Disk and click OK.

4. Select the Filters tab to filter what we want to show in our pie chart.
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Note: Unlike Queries, using Filters does not affect other views.

5. Select %Used and %Free. Under Disk Name select == and type C:

6. Select the Style tab to name the view. In Options, select the Show check box
and in the Text box type Disk Space. Click OK to add this view to our
workspace as shown in Figure 4-20.

F= KCBDONR - KCBDONR - SYSADMIN = |E||1|

File Edit “iew Help

G OHEDBDR €& AF | 2004 |88 LQEBEERRY @7 EE

FEE Wien: IPhysicaI LI @ Situation Event C
® <« QA D | ® f s | @ |TotalEvents: 0 | tem Filter: KCEDONR

Erterprize

- -— Statusl Situation Namel Display Iteml Sourcel Impactl Openedl Agel LocaITimestampl Typel
NOAOYWS SYSIems

E‘g Windowes 05

Dizk

Erterprize Services
Mermary

Metweork -
Printer
Process
Processzor
System

o o o o

ed

Service Status Stopped

Disk Space
Current ; ;
Server Name State Service Name | Display Mame
FrimaryKCBDOMR:NT | Stopped | M 1ger hd 1get
% used
M % Free
| J(® Hub Time: Fri, 11/04/2005 02:06 PM [&& Server Available KCBDONR - KCBDONR - SYSADMIN

Figure 4-20 Disk Space Chart Pie view

Installing IBM Tivoli Monitoring Agent for Databases

Because we have only one Monitor Agent running, in this next step we install
Monitoring Agent for Databases DB2:

1. Log on to the system with the Administrator account.
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2. Access the IBM Tivoli Monitoring 6.1 installation image. In our case, it is
under C:\ITM61_image\db_agent.

Tip: You can also install IBM Tivoli Monitoring 6.1 Databases from the CD
image.

3. Open the Windows folder and launch setup.exe. This launches the IBM
Tivoli Monitoring for Databases - InstallShield Wizard.

In the Welcome window, click Next.

In the Software License Agreement window, click Accept to accept the
license information.

6. Expand each of the four sections and check the box that corresponds to the
DB2 Agent, as shown in Figure 4-21. Click Next.

Attention: Do not unselect Tivoli Enterprise Monitoring Agent for
Framework.

IBM Tivoli Monitoring for Databases - InstallShield Wizard |
Select Features
Select the features setup will install,

Select the features pou want to install, and deselect the features you do not want to install.
Tivoli
: -7 Monitaring dgent for DB2 ;I ~Descriptio
[=-[w] Tiwoli Enterprise Monitaring Server Latest Application
v ;
[ Microsoft SGL Server Support \D‘rg;‘g' UDSD%SDBD15%595
size

[ 5ybase Server Support bt 2005410725
[ Oracle Support 1938
v DB2 Support

(=[] Tivali Enterprise Portal Server

[ Microsoft SGL Server Support
[ 5ybase Server Support

[ Oracle Support

v DB2 Support

(=[] Tivali Enterprise Fortal Desktop Client
[ Microsoft SGL Server Support
[ Svbase Server Support

- 0racle Support

Lol

E5.75 MB of space required on the C drive
E8383.51 MB of zpace available on the C drive

< Back Hest > Cancel

Figure 4-21 Select Features
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Select Monitoring Agent DB2 in Agent Deployment and click Next.
Click Next in Start Copying Files.

After the files finish copying, we need to configure the components. Click
Next in Setup Type window as shown in Figure 4-22.

1BM Tivoli Monitoring for Databases - InstallShield Wizard |
Setup Type

Select the setup type that best suits your needs.

In the following screens pou will be prompted For the information required to configune the following
items. Uncheck the box ta delay configuration until after installation is complete. Some
configurations itemz are mandaton [preceded by an *] and cannot be unchecked.

v “Configure Tivali Enterprize Portal.
¥ Install application support files for a Local/R emate Tivoli Enterprise Manitaring 5 erver

¥ Configure agents default connection to Tivoli Enterprise Monitoring Server

v Launch Manage Tivoli Monitaring Services for additional configuration options and to start
Tivoli b onitoring zervices

< Back Hest > Cancel

Figure 4-22 Setup Type

10.Click Next in Define TEP Host Information.

11.After a while, the Tivoli Enterprise Monitoring Server Configuration windows

pop up. Click OK to accept the TEMS configuration, and OK again in Hub
TEMS Configuration window.

12.Click OK in Add application support to the TEMS window and OK again in
Manage Tivoli Enterprise Monitoring Services.
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13.Click OK in Select the application support to add to the TEMS (Figure 4-23).
This adds DB2 Support to TEMS.

Select the application support to add to the TEMS

Select Al | Cancel |

Figure 4-23 Select the application support to add to the TEMS

14.1n the Application support addition complete window, which shows installation
status. rc:0 (Figure 4-24) indicates that no error has occurred. Click Next.

Application support addition complete |

Addition of application support far comporent: kud
completed with ro; 0

C:ABRMMTMACHNPS Saqlibtkud. sql

Cutput from the operation was witten to log file;
C:ABMATMACNPS ogshseedkud. log

4| _>ILI

Figure 4-24 Application support addition complete

15.Select OK for Configuration Defaults for Connecting to a TEMS server and
OK in Configuration Defaults for Connecting to a TEMS IP.PIPE Settings.

16.The IBM Tivoli Monitoring Services will be recycled and we can click Finish.
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After the installation finishes, the Tivoli Enterprise Monitoring Services windows

pops up, showing a new line (Figure 4-25), but there is no 3 (running man) next
to it and the Task/SubSystem column shows Template for this item. We use this

item to configure a database instance.

|- Manage Tivoli Enterprise Monitoring Services - TEMS Mode - [Local Computer] - |EI|5|

fctions  Options  Wiew  \Windows Help

Bxlo| &| = 2

ServicefApplication | Task/Su... | Config... | Skakus | Sta.., | Account | De... | Ho... | Yersion | Host | P
Tiwoli Enterprise Portal Browser Yes IS MiA Mia M4 06.10.0... localhost
L3 Tivoli Enterprise Portal Deskiop Yes IS MiA MjA  MfA 06.10.0... KCEDOMR
%’E{) Tivoli Enterprise Portal Server KFWSRY Yes (TE... Started Auto  LocalSwstem Mo Mo 06,10.0...
f&‘;’ﬂg Manitaring Agent For Windows 05 Prirnaty Yes (TE... Statted Auto  LocalSwstem  Yes Mo 06.10.0...
ﬁ.‘"‘-‘ Warehouse Proxy Prirnaty Yes (TE... Statted Auto  LocalSwstem Mo Ma 06,10.0..,
3““9 Warehouse Summarization and Prun...  Primary Yes (TE... Statted Auto  LocalSwstem Mo Ma 06,10.0..,
Monitoring Agent For DEZ Template 06,10.0.,,
%O Tivoli Enterprise Monitoring Server TEMS1 Yes Starked  Auto  LocalSystem Mo Mo 06,10.0..,

4| | i

Figure 4-25 Monitoring Agent for DB2 Template

Configuring IBM Tivoli Monitoring Agent for Databases DB2
To configure the agent:

1. Right-click the Monitoring Agent for DB2 and select Configure Using
Defaults.

2. In Monitoring Agent for DB2, type DB2 as the DB2 instance name and click OK
as shown in Figure 4-26.

Monitoring Agent for DB2 x|

Enter DB 2 ingtance name:

DE2

Cancel |

Figure 4-26 Enter DB2 instance name
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3. Another service appears in Manage Tivoli Enterprise Monitoring Service, as
shown in Figure 4-27.

k! Manage Tivoli Enterprise Monitoring Seryices - TEMS Mode - [Local Computer] = |EI|5|
Actions  Options  Miew Windows Help
| Service/Application | Taskysu. .. | Config... | Status | Sta.., | Account | De... | Ho... | Wersion | Host | P
Tivali Enkerprise Partal Browser fes |Indicates whether an application is running or notl localhost
3 Tivoli Enterprise Portal Desktop Yes MIA HJA /A MIA  06.10.0... KCBDOMR
%Eﬁ) Tivali Enterprise Portal Server KFWSRY Yes(TE... Started Auto {0 Ma 06,10.0...

i rng Age
& Monitoring Agent For DBE2

LocalSysten

Template
%!ﬂ warehouse Summarization and Prun...  Primary Yes(TE... Started Auto  LocalSystem Mo Mo
:_,*ﬂg Maonitoring Agent For Windaws 05 Primary ¥es (TE... Started Auto  LocalSystem  Yes  No
3{‘“9 Warehause Proxy Primary Yes(TE... Started Auto  LocalSystem Mo Ma
:_.*O Tivoli Enterprise Monitoring Server TEMS1 Yes Started  Auto  LocalSystem Mo Mo
1| | i
A

Figure 4-27 Monitoring Agent for DB2 instance DB2
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4. To start the new @ Monitoring Agent for DB2, right-click # Monitoring Agent
for DB2 and select Change Startup, as shown in Figure 4-28.

k: Manage Tivoli Enterprise Monitoring Services - TEMS Mode - [Local Computer] = |E||5|

Actions  Options  Yiew Windows Help

B|Fo| 5| 4 2

ServicelApplication | Taskisu, .. | Config. .. | Skatus | Sta.., | Account | De... | Ha... | Wersian | Hust | P
% Tivali Enterprise Portal Browser Ves MiA MNiA N MA 06100,  locahost
o3 Tivoli Enterprise Portal Desktop es M I MiA  MA 06,100, KCZEDOMR

%E}’l Tiwali Enterprise Portal Server KPWSRY Ves(TE... Started Auto  LocalSystem  MNo Mo 06,100,

@ ng Agel Auto 101 A0.0..,

? S Skark

B & Monitaring Sgent for DBZ Stop 06,10.0..,

f}{‘!ﬂ Warehouse Summarization and Pr Fimmdls d  Auto LocalSystem Mo Mo 06, 10.0.,.

3’{“‘3 Manitaring Agent For Windows 05 i d  Auto  LocalSystern  Yes  MNo 06.10.0..,

:_,}{‘59 Warehouse Proxy Change Startup... Auto LocalSystem Mo Mo 06,10.0.,,

%O Tiwali Enterprise Monitoring Servet Change Startup Parms. .. d  Auto  LocalSystem  Ma Mo 06.10.0...

Set Defaults For all Agents. ..

Configure sing Defaults
Create Instance, ..
Reconfigure. ..

Advanced 3

Erowse Settings. ..
About Services...

Configure Java Spp,. .,

Licensing 3

1 | ©

Change the startup options For the service A

Figure 4-28 Change Startup
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5. In the Service Startup for Monitoring Agent for DB2 window, click This
Account, enter the user ID db2admin, password itm61rbdg, and click OK as
shown in Figure 4-29.

Service Startup for Monitoring A =:f ll
- Startup Type————————

% Automatic:
Cancel

 Manual
" Disabled

— Log on b
™ System Account
[ Allavs Service to [nteract with Deskiop

' Thiz &ccount: Idb2admin

Pazsword: I xxxxxxxxx

Figure 4-29 Service Startup for Monitoring Agent for DB2

6. The Service Logon Change message pops up (Figure 4-30) explaining that
service will start with another account. Click OK.

Service Log On Char, x|

Manitoring Agent For DE2 - DEZ
will now log on as AdbZadmin.

Figure 4-30 Service Log On Change

7. Double-click Monitoring Agent for DB2 to start it.
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Now we return to Tivoli Enterprise Portal client. Notice that a green icon appears
in Navigator view (Figure 4-31). This means that updates are pending in the
Navigator tree.

RS Wiea: IF‘h\,r'sic:aI LI m A

@ &

(ﬁ Erterprize
Windows Systems
o [h [

|»

Windows OS5

Dizk

Enterprize Services
Mermaory

Metweark

Printer

Process

Processar ﬂ

(Z)) KRAITMOZA 1 MNavigator update pending |

ch'g Physical I

Figure 4-31 Navigator update pending

g=

00000 @

When one Monitoring Agent is added or deleted, refresh the Navigator.
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Note the

new Monitoring Agent to see that there is a new agent listed in

Navigator as shown in Figure 4-32.

F= KCBDONR - KCBDOMR - SYSADMIN

File Edit “ieww Help

=10l x|

@::|O0H = B

LT IAE|2009¢  3EQYLUESELEERY @7

EE Wiew IPhysicaI LI

[E] Situation Event Console

® & QA D | #® X | @ |TotalEvents: 0| tem Filter: KCEDONR
Erterprise [ X -
g indowes Systems Status | Situation Mame | Display ttem | Source | impact| opened | Age | Local Timestarmp | 1

pped

Service Status Stopped

Current

Server Mame Stata

Disk Space

Service Mame | Display Kame

Primary: KCBDOMR:NT | Stopped

Messenger | Messenger

0% used
B % Free

| |8 Hus Time: Fri, 11/04/2006 02:37 PM |l Server Available KCBDONR - KCEDONR - SYSADMIN

Figure 4-32 New agent add to Navigator

Finally we can add a table view with some information about Monitoring Agent for
Databases, but before we do that we need create another view.

The view
=

[

]

% |

toolbar has these tools for creating the view:
Split view horizontally
Split view vertically
Maximize the view

Close the view

Follow these instructions in order to divide and add this new view:

1. Click = to split the Service Status Stopped view horizontally.
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2.

#= KCBDONR - KCBDONR - SYSADMIN =10l x|

File Edit “ieww Help

Note: We have two views with the same query, so before we add a table
view, we should clean the previous query. We can add a Notepad view
to clean it.

Click [a] Notepad view and click Service Status Stopped.1 view. Now we
have a Notepad view as show in Figure 4-33.

€§ Wi IPhySlcaI j

Yy m--%m@&nml @@@I@E&Blﬂllﬁiﬂllﬁ@f

@ & ® | A | @ | Total Events: 0 | hem Fiter: KCBDONR

ﬁ Enterprise

- \Mndows Systems

Ff'_lg Wincowes O35

DE2 - DEZ:KCEDOMR: LD

Status' Situation Name' Display Iteml SDurce' Impact' Opened| Age' Local Timestamp | T

@E Phiysical I

Service Status Stopped

Server Name

Disk Space
Curremnt

Giate | Service Name | Display Name

PrimaryKCEDOMNR:MNT | Stopped | Messenger | Messenger

Pletepad

O used
H % Free

| |@ Huh Tirme:

Fri, 11/0452005 03:09 P D Server Available I KCBDOMR - KCBDOMNR - SYSADMIMN

Figure 4-33 Notepad view.

3.

4
5.
6

Select B8 Table view and click the Notepad view.

. Click Yes for the “Assign query now” question.

In the Properties window, click Click here to assign a query.
In the Query Editor, expand DB2 — KUDINFO00 — System Overview and

click OK.
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7. Click the Filters tab, and select only Node Name, db2 status, and db2start
time as shown in Figure 4-34.

#- Propetties - KCBDONR : |
r% KCBDONR ~Preview
[ Wiews
= Table Views
e Service Status St Mode Mame | db2 status db2starttime o total cong | gw cuUrcong | gw cons wait host | ow cons w
B DB2:KCB... | Active 105110412021424 1] 1] 1]

[&] Pie Chart Views
(B Sttuation Event Consc

1| | i
L Fiters
7] Guery T Thresholds | & Style
~Filters
i &|
- Mode Mame dh2 status dbZstart time last reset snapshot time
1 2 2 ~ r r -
Fl hd
<| | 3
—Data Snapshot
Mode Mame dh2 status dbZstart time last reset snapshot time
DBZKCBDONRUD | Active 105110412021434 1061104154615383 | a|
1 f ©i
Ok Cancel Test I Help I

|
Figure 4-34 Selecting Filters
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8. Click the Style tab, select the Show check box, and type DB2 Status for Title.
9. Click OK to see the new view as shown in Figure 4-35.

F= KCBDONR - KCBDONR - SYSADMIN = |E||5|
File Edi “iew Help

G2 |AUEERS D | 2004 | 2aQuUEESQEEED @

S Ve IPhysicaI ;I @ Situation Event Conzole
® & QA D | ® i | @ |TotalEvents: 0 | tem Filter: KCBDONR
Enterprize R R . =
ireiaus Systems Status | Situation Name | Displayitem | Saurce | iImpact| opened| age | Local Timestamn | 1
e I+

z=, DB2 - DE2:KCEDONR: LD
E‘g Wincowes O

ped
Service Status Stopped

Current
State

PrimaryKCEDOMR:NT | Stopped | Messenger lessenger

Disk Space

Server Mame Service Name | Display Mame

e — O Used
22 DB2 Info B Free
DB2 Info
hode Mame dhZ status dbZstart time owi total cons
DBEZ: KCBDOMRUD | Active 105110412021434 0
1] | [
| |@ Huhb Time: Fri, 11/04/2005 03:53 PM D Server Available KCBDOMR - KCBDOMR - SYSADMIN

Figure 4-35 DB2 Info view

Working with thresholds

In table views, we can add thresholds to highlight cells whose values meet the
threshold set. We also can have thresholds for circular gauge charts and linear
gauge charts.

In this example, we will split vertically the DB2 Info table to add another table
view and work with a threshold.

1. Click =1 to split the DB2 Info view horizontally.

Click [a] Notepad view, and click DB2 Info.1.

Select B8 Table view and click the Notepad view.

Click Yes for “Assign query now.”

o~ 0N

In the Properties window, select Click here to assign a query.
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In the Query Editor, expand Windows OS — NT Process — Process
Overview and click OK.

Click the Filters tab, and select only Node Name, db2 status, and db2start

time.

Click the Thresholds tab and set the Thresholds values for %User Time as
shown in Figure 4-36.

D % User
PEEes MEm Process Tirme
1 ! Critical = 20
2 Warning = 10
3 [ Infarmational b == |lg = 5

Figure 4-36 Thresholds values

9. Click the Style tab, select the Show check box, and type Process %User Time
for the title. Click OK to add this new view.
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10.In Process %User Time, click %User Time to order the values.

Now we can see the thresholds working as shown in Figure 4-37.

F: KCBDOMR - KCEDONR - SYSADMIN = |E||l|
File Edit “iew Help

G| OHEOBN € 3AE |2 004 | QW EEBERS @
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® € A © | P | @ |Total Events: 0 | tem Filter: KCBDONR
E - Statusl Situation Name| Display ItemI Sourcel Impact' Opened| Agel Local Timestamp | T
MC0YYE Sy STEMmE

Y

[ERFN CEDONR
25 DE2 - DBZKCBDONRUD

B5 windows 05

ﬁ Phrysical I ﬂ | _,I

= Stopped
Service Status Stopped

Current
State

Primang KCEDOMR:MNT | Stopped | Messenger llessenger

Disk Space

Server Klame Service Mame | Display Mame

28 DEZ Info
DB2 Info
Mode Mame dh2 status dh2start time o total cons
DBE2KCEBDONR:UD | Active 105110412021434 C
O% Uszed
% Free

Process %User Time

In] % Lser
@ FImEEES (i Frocess E]' Time
Tatal 0 i ﬂ
Faint Shop Pro. 1072
M firefox 2732 12
I Acrobat 2400 1
java 1808 1
fe ! =
| |@ Hub Titme: Fri, 11/047/2005 04:38 PM D Server Available KCGBOOMR - KCBDOMR - SYSADMIM

Figure 4-37 Thresholds

4.2.3 Working with a situation and events

A situation describes conditions you want to test on a managed system. When
you start a situation, Tivoli Enterprise Portal compares the situation with the
values collected by the Tivoli Enterprise Monitoring Agent and registers an event
if the conditions are met. You are alerted to events by € /M G indicator icons
that appear in the Navigator.
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Create a situation

Each Tivoli Enterprise Monitoring Agent has a set of predefined situations ready
to use. You can also create and customize your own situations to monitor specific
conditions in your enterprise. If a situation already exists that is similar to one you
want, you can copy the original and edit the copy.

Open the Situation Editor
There are several ways to open the Situation Editor:

» In Tivoli Enterprise Portal Toolbar, click £ Situation.
» Right-click a Navigator item and click % Situation.
» Right-click the event item in the Navigator and click ' Edit Situation.

» Right-click an open event in the event console view or in the event flyover list
and, click g Edit Situation.
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Related publications

The publications listed in this section are considered particularly suitable for a
more detailed discussion of the topics covered in this redbook.

Other publications

These publications are also relevant as further information sources:
» IBM Tivoli Monitoring Installation and Setup Guide, GC32-9407
» IBM Tivoli Monitoring Administrator’s Guide, SC32-9408

» IBM Tivoli Monitoring User’s Guide, SC32-9409

» Introducing IBM Tivoli Monitoring, V6.1.0, Gl11-4071

Online resources

These Web sites and URLs are also relevant as further information sources:

» DB2 Fix Pack web site
http://www.ibm.com/software/data/db2/udb/support/downloadv8.html

» Microsoft SQL server drivers web site
http://www.microsoft.com/sql/downloads/default.asp

» Oracle ODBC drivers web site

http://www.oracle.com/technology/software/tech/windows/odbc/htdocs/utilsoft
.html

» |IBM Java JRE web site
http://www.ibm.com/developerworks/java/jdk

» IBM Tivoli Support web site
ftp://ftp.software.ibm.com/software/tivoli_support/patches/
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How to get IBM Redbooks

You can search for, view, or download Redbooks, Redpapers, Hints and Tips,
draft publications and Additional materials, as well as order hardcopy Redbooks
or CD-ROMs, at this Web site:

ibm.com/redbooks

Help from IBM

IBM Support and downloads

ibm.com/support

IBM Global Services

ibm.com/services
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